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#### Abstract

We consider a nonlinear problem $F(\lambda, u)=0$ on infinitedimensional Banach spaces that correspond to the steady-state bifurcation case. In the literature, it is found again a bifurcation point of the approximate problem $F_{h}\left(\lambda_{h}, u_{h}\right)=0$ only in some cases. We prove that, in every situation, given $F_{h}$ that approximates $F$, there exists an approximate problem $F_{h}\left(\lambda_{h}, u_{h}\right)-\varrho_{h}=0$ that has a bifurcation point with the same properties as the bifurcation point of $F(\lambda, u)=0$. First, we formulate, for a function $\widehat{F}$ defined on general Banach spaces, some sufficient conditions for the existence of an equation that has a bifurcation point of certain type. For the proof of this result, we use some methods from variational analysis, Graves' theorem, one of its consequences and the contraction mapping principle for set-valued mappings. These techniques allow us to prove the existence of a solution with some desired components that equal zero of an overdetermined extended system. We then obtain the existence of a constant (or a function) $\widehat{\varrho}$ so that the equation $\widehat{F}(\lambda, u)-\widehat{\varrho}=0$ has a bifurcation point of certain type. This equation has $\widehat{F}(\lambda, u)=0$ as a perturbation. It is also made evident a class of maps $C^{p}$ - equivalent (right equivalent) at the bifurcation point to $\widehat{F}(\lambda, u)-\widehat{\varrho}$ at the bifurcation point. Then, for the study of the approximation of $F(\lambda, u)=0$, we give conditions that relate the exact and the approximate functions. As an application of the theorem on general Banach spaces, we formulate conditions in order to obtain the existence of the approximate equation $F_{h}\left(\lambda_{h}, u_{h}\right)-\varrho_{h}=0$. For example, we consider the finite element approximation of stationary Navier-Stokes equations.


## 1. Introduction

For a steady-state bifurcation problem on infinite-dimensional Banach spaces, we study the existence of an approximate problem that has a bifurcation point with the same properties as the bifurcation point of the given nonlinear problem. The problem of bifurcation is present in the analysis of many mathematical models of phenomena from the physical world. Generally, these models are formulated with an equation on Banach spaces,

[^0]infinite or finite-dimensional. Examples of infinite-dimensional problems are from fluid mechanics, solid mechanics, elasticity, nonlinear vibrations, structural analysis, ocean, atmosphere and climate models and so on. As far as the finite-dimensional problems are concerned, examples are from medicine (cardiology, neuroscience), biology, chemistry, economy, etc. In both cases, infinite-dimensional and finite-dimensional, practical computations are necessary. For this purpose, the infinite-dimensional problem must be approximated by a finite-dimensional problem using methods such as finite element method, finite differences method, finite volume method, spectral methods or wavelets. The first problem is named "exact", defined on exact spaces, by an exact equation and it has exact solutions. The second equation is the approximate equation and the related entities are called "approximate".

We consider equations that correspond to the steady-state bifurcation case. We retain the exact equation (1.1) and the hypothesis (1.2) on the bifurcation point from [18], where Crouzeix and Rappaz study the bifurcation problems and their approximations. Usually, the Liapunov - Schmidt method is applied and it is obtained that, locally, around the bifurcation point, the solution set of the equation on Banach spaces is in one-to-one correspondence with the solution set of the classical bifurcation equation. The study of the solutions of the classical bifurcation equation, using singularity theory, is performed in [31, 32]. As the authors of [18] specify, their method, for the exact equation, is equivalent to the Lyapunov-Schmidt method.
Let $W$ and $Z$ be real Banach spaces. Let $m \geq 1, p \geq 2$. Let $F$ : $\mathbb{R}^{m} \times W \rightarrow Z$ be a nonlinear function of class $C^{p}$. Consider the equation in $(\lambda, u) \in \mathbb{R}^{m} \times W$

$$
\begin{equation*}
F(\lambda, u)=0 \tag{1.1}
\end{equation*}
$$

Assume that $\left(\lambda_{0}, u_{0}\right)$ is a solution of (1.1) that satisfies the hypothesis ([18):
(1.2) $D_{u} F\left(\lambda_{0}, u_{0}\right)$ is a Fredholm operator of $W$ onto $Z$ with index zero, $n \geq 1$ and $q \geq 1$,
where $n=\operatorname{dim} \operatorname{Ker}\left(D_{u} F\left(\lambda_{0}, u_{0}\right)\right)$ and $q=\operatorname{codim} \operatorname{Range}\left(D F\left(\lambda_{0}, u_{0}\right)\right)$. The solution $\left(\lambda_{0}, u_{0}\right)$ is called a bifurcation point of problem (1.1). If $\left(\lambda_{1}, u_{1}\right)$ is a solution of (1.1) and $D_{u} F\left(\lambda_{1}, u_{1}\right)$ is an isomorphism of $W$ onto $Z$, then $\left(\lambda_{1}, u_{1}\right)$ is a regular solution (a regular point) of problem (1.1).

Let $\breve{W}, \breve{Z}$ be some real Banach spaces and let $\breve{F}: \mathbb{R}^{m} \times \breve{W} \rightarrow \breve{Z}$. If a solution $\left(\breve{\lambda}_{0}, \breve{u}_{0}\right)$ of the equation $\breve{F}(\breve{\lambda}, \breve{u})=0$ satisfies hypothesis (1.2), with the same $n$ and $q$, we say that $\left(\breve{\lambda}_{0}, \breve{u}_{0}\right)$ is a bifurcation point of the same type as $\left(\lambda_{0}, u_{0}\right)$.

The above spaces $W$ and $Z$ are both infinite-dimensional or they are both finite-dimensional. If they are infinite-dimensional, then equation (1.1) is approximated by an equation

$$
\begin{equation*}
F_{h}\left(\lambda_{h}, u_{h}\right)=0, \tag{1.3}
\end{equation*}
$$

where $F_{h}: \mathbb{R}^{m} \times W_{h} \rightarrow Z_{h}, W_{h}$ is a closed subspace of $W$ and $Z_{h}$ is a closed subspace of $Z . W_{h}$ and $Z_{h}$ are both infinite-dimensional spaces or they are
both finite-dimensional spaces with $\operatorname{dim} W_{h}=\operatorname{dim} Z_{h}$. Usually, (1.3) is obtained by finite element method or by the other methods mentioned above [6, 7, 8, 9, 11, 12, 13, 17, 18, [23, 29, 39, 43, 55, 62, 67, 68]. The theoretical Galerkin method is also taken into account.

A question arises with regard to an approximate equation (1.3):
$\left(Q_{1}\right)$ Has the approximate equation (1.3) also a bifurcation point? In case that it exists, is this point of the same type as $\left(\lambda_{0}, u_{0}\right)$ ?
In case of the simple limit point, the point is generic ([31) and the approximate problem has a simple limit point $\left(\lambda_{0 h}, u_{0 h}\right)([12,18])$.

In case of the simple bifurcation point of the problems on Banach spaces, it is found again a bifurcation point of the approximate problem only in some situations. In two particular cases ( $[13,14,18])$, which are generic, bifurcation from the trivial branch and symmetry-breaking bifurcation, a simple bifurcation point ( $\lambda_{0 h}, u_{0 h}$ ) of the approximate problem exists (numerical bifurcation) and there is a diffeomorphism between the solution set of the approximate bifurcation equation and a degenerate hyperbola. In the general case ( $3,13,14,18,52]$ ), in the hyperbolic case, the solution set of the approximate equation is composed of two branches that do not intersect. This solution set and the solution set of the approximate bifurcation equation are diffeomorphic to a part of a nondegenerate hyperbola (imperfect numerical bifurcation). In the course of their study, Brezzi, Rappaz and Raviart made evident a perturbed approximate bifurcation equation (equation (3.21), page 11, [13]) of the approximate bifurcation equation. The branches of this perturbed equation intersect transversally in a point. In this general case, Weber [65] propose to calculate an approximation of the exact solution as a component of the solution of an approximate adequate extended system and then, compute two approximate branches that intersect in this point. In this way, bifurcation is not destroyed by approximation.

We mention that the terminology, in [18, is the following: simple bifurcation points are simple bifurcation points (fold bifurcation and cusp bifurcation in [13], transcritical in [17], transcritical and pitchfork (subcritical and supercritical) in [22] and [45]) or double limit points.

We cite, among other references, [17, 25, 28, 31, 33, 45, 63, 66, 69, 70 for a discussion about the genericity of bifurcation points. For the exact stationary Navier - Stokes equations, there exist bifurcation points that are not generic [25, 63]. For the bifurcation of the solutions of the stationary Navier - Stokes equations, we mention [7, 9, 12, 17, 23, 25, 26, 28, (45, 62, 63, 64, 66, 70. For the approximate case of these equations, studies are performed in, e.g., [12, 17].

Referring to the results mentioned above, from [18, concerning imperfect numerical bifurcation, and to the theory from [31, 32], Georgescu [27] interpreted the approximate equation (1.3) as a perturbation of the exact equation (1.1) on different spaces. She also suggested us [27] that there probably exists a perturbation of (1.3) which has the approximate bifurcation point that we sought at (1.3) in all the situations given by the hypothesis (1.2).

As we have seen, in literature, the above question $\left(Q_{1}\right)$ has a positive answer only in some situations. Moreover, (1.3) cannot be used to study the qualitative aspects of (1.1). When we use an approximation method, we expect not only to find some branches of approximate solutions but also information about the qualitative aspects of the exact equation. On the other hand, we expect that (1.3) is the perturbation of an approximate equation that has a bifurcation point, not only of (1.1) (this follows e.g. from (the interpretation of) [31, 32], from the discussion [27] described above and from the interpretation of the approximate bifurcation equation (3.21), page 11, [13]). In order to obtain a positive answer in all the situations, let us replace the question $\left(Q_{1}\right)$ by the following question
$\left(Q_{2}\right)$ Does an approximate problem that preserves the type of $\left(\lambda_{0}, u_{0}\right)$ exist in all the situations given by the hypothesis (1.2)? If this approximate problem exists, is the given problem (1.3) a perturbation of this one?

We prove an affirmative answer to $\left(Q_{2}\right)$. To the best of our knowledge, this approach and the results we prove are new. We do not discuss if the exact bifurcation point is generic or not. We prove that if an exact bifurcation point exists, satisfying the hypothesis (1.2), then, for an approximation method, there exists an approximate equation that has a bifurcation point with the same properties (hypotheses).

To be specific, given a function $F_{h}$ that approximates $F$, we prove that there exists $\varrho_{h}$ such that the equation

$$
\begin{equation*}
F_{h}\left(\lambda_{h}, u_{h}\right)-\varrho_{h}=0 \tag{1.4}
\end{equation*}
$$

has a bifurcation point ( $\lambda_{0 h}, u_{0 h}$ ) of the same type as the bifurcation point $\left(\lambda_{0}, u_{0}\right)$ of (1.1). $\varrho_{h}$ is a constant. The usual approximate equation (1.3) is a perturbation of the new approximate equation (1.4). The result for (1.4) is local. Equation (1.4) can be used in order to study the qualitative aspects of (1.1). Moreover, there exists a class of maps $C^{p}$ - equivalent (right equivalent) at $\left(\lambda_{0 h}, u_{0 h}\right)$ to $F_{h}\left(\lambda_{h}, u_{h}\right)-\varrho_{h}$ at $\left(\lambda_{0 h}, u_{0 h}\right)$ and that satisfies the hypothesis (1.2) in $\left(\lambda_{0 h}, u_{0 h}\right)$. The problem can be formulated as an inverse problem: given $F_{h}$, there exists $\varrho_{h}$ and it must be determined such that (1.4) has a bifurcation point of the same type as the exact equation (1.1). (1.4) approximates (1.1). Not every approximate equation of (1.1) has a bifurcation point. Equation (1.4) is a particular form of (1.3), obtained by replacing $F_{h}\left(\lambda_{h}, u_{h}\right)$ with $F_{h}\left(\lambda_{h}, u_{h}\right)-\varrho_{h}$. If (1.1) has two bifurcation points satisfying hypothesis (1.2), it is possible that the corresponding two $\varrho_{h}$ are not equal. These results do not contradict the present literature results.

The equation (1.4) and the conclusion for this are the consequences of the formulation of two main results that we introduce: (i) Theorem 3.5 about the equivalence between the properties of a bifurcation point that satisfies (1.2) and the existence of the solution of an overdetermined extended system; (ii) Theorem 5.4 where we formulate some sufficient conditions and we establish, on general Banach spaces, the existence of an equation that has a bifurcation point of certain type. The reasoning we use is the following: if the exact problem (1.1) has a bifurcation point, we construct an adequate extended system applying the direct implication of the first theorem. This system is approximated and the proof of the second theorem furnishes an
extended system that satisfies the hypotheses of the converse implication of the first theorem. In this way, we obtain (1.4) and the fact that (1.4) has a bifurcation point of the same type as the bifurcation point of (1.1). Practically, we use Theorem 5.4. This second theorem is generally valid and regards not only the approximate equations, but also the exact equations. Theorem 5.4 is a result in its own right. Theorem 5.4 allows us to obtain the existence of a bifurcation problem for which a given problem is a perturbation. Theorem 7.6 and Theorem 7.7 give the affirmative answer to the question $\left(Q_{2}\right)$. We also give some conditions that relate the exact and the approximate functions in Theorem 7.4. In Corollary 9.1, we obtain $\varrho$ in the form of a function of $(\lambda, u)$, where $\varrho$ is the corresponding form of $\varrho_{h}$, from (1.4), in the infinite-dimensional case.

In our approach, the numerical analysis and the numerical experiments must be performed using the inverse problem attached to (1.4) and not, as usual, using (1.3).

Our results can be applied to the particular case of the exact simple bifurcation point of (1.1), in the general case, in the hyperbolic case, studied in [13, 14, 18, mentioned above. Let us consider (1.1), (1.3) and (1.4) in this case. We obtain the approximate equation (1.4) that has a (an approximate) simple bifurcation point in this case. This (1.4) approximates (1.1). The equation (1.3) used in [13, 14, 18 is impractical in order to regain the qualitative aspects of (1.1), as we saw above; the equation (1.4) maintains the qualitative aspects of (1.1). The Liapunov - Schmidt method or the alternate equivalent method of Crouzeix and Rappaz can be applied to (1.4) as to (1.1). There results a (classical) (approximate) bifurcation equation and there is a diffeomorphism between the solution set of this one and a degenerate hyperbola. The solution set of (1.4) is composed of two branches that intersect in the simple bifurcation point. The approximate bifurcation equation from [13, 14,18 is obtained using mathematical entities related to (1.1); the (approximate) bifurcation equation for (1.4) can be constructed using only mathematical entities related to (1.4). We have three other remarks related to the results from the literature: 1. Recall the perturbed approximate bifurcation equation whose branches intersect transversally in a point (equation (3.21), page 11, [13]), mentioned above, made evident by Brezzi, Rappaz and Raviart. This approximate bifurcation equation is not related to any approximate equation in [13]. We do not perform a study to answer if the approximate equation (1.4) corresponds to this perturbed approximate bifurcation equation, but it seems that this is the case. 2. We can interpret that the approximation of the exact solution calculated by Weber 65], cited above, is the solution of an approximate equation of the form (1.4). 3. In each of the generic cases of simple limit point, bifurcation from the trivial branch and symmetry-breaking bifurcation, in [12, 13, 14, 18], an estimate $\left|\lambda_{0 h}-\lambda_{0}\right|$ is given and it is not proven that $\lambda_{0 h}$ equals $\lambda_{0}$. The bifurcation point $\left(\lambda_{0 h}, u_{0 h}\right)$ of (1.4) has also this limitation.

The results can be applied in nonlinear functional analysis (bifurcation theory, nonlinear Fredholm operators), singularity theory, analysis on manifolds, modelling, hydrodynamic stability and bifurcation, solid mechanics,

PDEs, other mathematical models where bifurcation is present, infinitedimensional and finite-dimensional dynamical systems, numerical methods.

Let us observe that if some numerical algorithms are implemented in order to determine the bifurcation point of (1.4), then, on a computer, it is obtained an approximation $\left(\lambda_{0 \epsilon}, u_{0 \epsilon}\right)$ of $\left(\lambda_{0 h}, u_{0 h}\right)$ which is a solution of an equation of the form of (1.4),

$$
\begin{equation*}
F_{\epsilon}\left(\lambda_{\epsilon}, u_{\epsilon}\right)-\varrho_{\epsilon}=0, \tag{1.5}
\end{equation*}
$$

where $F_{\epsilon}$ is an approximation of $F_{h}$ in the computer's arithmetics.
Under the conditions of the above discussion, the equilibria (stationary) solutions, at least locally, for an approximate study of an evolution equation, are given by (1.4) and not by (1.3). In other words, at least locally (related to equilibria), the approximation of

$$
\begin{equation*}
\frac{\partial u}{\partial t}-F(\lambda, u)=0 \tag{1.6}
\end{equation*}
$$

is

$$
\begin{equation*}
\frac{\partial u_{h}}{\partial t}-F_{h}\left(\lambda_{h}, u_{h}\right)+\varrho_{h}=0 \tag{1.7}
\end{equation*}
$$

The text is organized as follows.
In our work, we use the method of Crouzeix and Rappaz [18], so we remind it briefly in Section 2.1,

In literature [7, 8, 16, 17, 18, 30, 33, 34, 35, 37, 38, 40, 41, 42, 44, 47, 48, 50, 52, 53, 56, 57, 58, 65], an extended system is used in order to reduce a problem that presents a bifurcation to a problem without a bifurcation. We develop the work on the basis of a connection between the properties of a bifurcation point of a nonlinear equation on Banach spaces and a somewhat new extended system (this one is constructed based on a local $C^{p}$ - diffeomorphism related to the bifurcation point). Sections 3 and 4 are devoted to this subject.

In Section 5, we formulate and we prove the main result about the existence of an equation of form (1.4), on infinite-dimensional Banach spaces, which has a solution $\left(\lambda_{0}, u_{0}\right)$ that satisfies the hypothesis (1.2). These developments are based on the methods presented in the monograph [21] of Dontchev and Rockafellar. Between them, there are the Graves' theorem, one of its consequences and the contraction mapping principle for set-valued mappings. These are reminded in Section 2.2. The results that we obtain in Section 5 are placed in the formalism of [11, 12, 13, 14, 18, 21, 29] and of Graves' theorem [21].

In Section 6, the existence of a class of maps equivalent to $F_{h}\left(\lambda_{h}, u_{h}\right)-\varrho_{h}$ is made evident.

In Section 7, the case of the approximate equation is studied. If the exact problem has a bifurcation point, a theorem that connects the exact and the approximate problems is formulated. Then, the main result from Section 5 is formulated for the approximate case.

In Section 8, we relate the exact and the finite element formulations from [29], for the Dirichlet problem for the stationary Navier-Stokes equations, to the framework of Section 7 .

In Section 9, a complement to Theorem 5.4 is formulated. Instead of a constant $\varrho$ in the equation (5.28), we obtain $\varrho$ in the form of a function of $(\lambda, u)$.

In Section 10, an intended further research is presented.

## 2. Preliminaries

2.1. The setting of Crouzeix and Rappaz [18]. Let us retain the equation (1.1) and the hypothesis (1.2) considered above following the work of Crouzeix and Rappaz [18]. First, Crouzeix and Rappaz treat the case $q=0$ where they reduce a problem that has bifurcation to a problem without bifurcation (in Chapter 4, [18]). Second, for the case $q \geq 1$, they reduce the study to the case $q=0$ (in Chapter $6,[18]$ ). In this subsection, for the sake of brevity, we remind these in the inverse order, by modifying the presentation of Crouzeix and Rappaz [18]. The problem without bifurcation is obtained directly for the reduced problem.

Under the hypothesis that $\left(\lambda_{0}, u_{0}\right)$ is a bifurcation solution satisfying hypothesis (1.2) (recall that $q \geq 1), Z_{2}=\operatorname{Range}\left(\operatorname{DF}\left(\lambda_{0}, u_{0}\right)\right)$ is closed in Z, $D F\left(\lambda_{0}, u_{0}\right)$ is a Fredholm operator of $\mathbb{R}^{m} \times W$ onto $Z$ with index $m$ and $Z=Z_{1} \oplus Z_{2}$, where $Z_{1}=\operatorname{sp}\left\{\bar{a}_{1}, \ldots, \bar{a}_{q}\right\}$ and $\bar{a}_{1}, \ldots, \bar{a}_{q}$ are some linearly independent some linearly independent elements from $Z$. Let $X=\mathbb{R}^{q+m}$ $\times W, Y=\mathbb{R}^{q+m} \times Z, f=\left(f^{1}, \ldots, f^{q}\right) \in \mathbb{R}^{q}, f_{0}=0 \in \mathbb{R}^{q}, x=(f, \lambda, u)$, $x_{0}=\left(f_{0}, \lambda_{0}, u_{0}\right) \in X$. Crouzeix and Rappaz define the function

$$
\begin{equation*}
G: X \rightarrow Z, G(x)=F(\lambda, u)-\sum_{i=1}^{q} f^{i} \bar{a}_{i} \tag{2.1}
\end{equation*}
$$

and they replace the study of (1.1) around $\left(\lambda_{0}, u_{0}\right)$ by the study of the case $\operatorname{Range}\left(D G\left(x_{0}\right)\right)=Z$ (corresponding to the case $q=0$ in Chapter 4, [18]) for the problem

$$
\begin{equation*}
G(x)=0 \tag{2.2}
\end{equation*}
$$

around the solution $x_{0}$ of it. For this, they use the remark that $(\lambda, u)$ is a solution of (1.1) is equivalent to the fact that $x$ is a solution of (2.2) satisfying $f=0$.
$G\left(x_{0}\right)=0$ and $G(x)=F(\lambda, u)$ if $f=0 . D G(x) y=D G(f, \lambda, u)(g, \mu, w)$ $=D F(\lambda, u)(\mu, w)-\sum_{i=1}^{q} g^{i} \bar{a}_{i}$ for $y=(g, \mu, w)$. $\operatorname{dim} \operatorname{Ker}\left(D G\left(x_{0}\right)\right)=q+m$, (2.3)
$\operatorname{Ker}\left(D G\left(x_{0}\right)\right)=\left\{y=(g, \mu, w) \in X ; g=0,(\mu, w) \in \operatorname{Ker}\left(D F\left(\lambda_{0}, u_{0}\right)\right)\right\}$.
Range $\left(D G\left(x_{0}\right)\right)=Z$ and $D G\left(x_{0}\right) \in L(X, Z)$ is a Fredholm operator with index $q+m$. This is equivalent to $D_{u} G\left(0, \lambda_{0}, u_{0}\right)$ is a Fredholm operator of $W$ onto $Z$ with index zero and $\operatorname{Range}\left(D G\left(x_{0}\right)\right)=Z$ (according to Chapter 4, [18]).

In order to reduce the problem (2.2) to a problem without bifurcation, Crouzeix and Rappaz justify the introduction of an operator $B$ and the reduction of the problem of the study of the solutions of (2.2), in a neighborhood of $x_{0}$, to the study of the solutions of the extended system in $(\theta, x) \in \mathbb{R}^{q+m} \times X$

$$
\begin{equation*}
\mathcal{F}(\theta, x)=0 \tag{2.4}
\end{equation*}
$$

in a neighborhood of its regular solution $\left(0, x_{0}\right)$, where

$$
\mathcal{F}: \mathbb{R}^{q+m} \times X \rightarrow Y, \mathcal{F}(\theta, x)=\left[\begin{array}{l}
B(x)-B\left(x_{0}\right)-\theta  \tag{2.5}\\
G(x)
\end{array}\right]
$$

The continuous linear operator $B \in L\left(X, \mathbb{R}^{q+m}\right)$ is introduced such that it satisfies $\operatorname{Ker}\left(D G\left(x_{0}\right)\right) \cap \operatorname{Ker}(B)=\{0\} . B$ is an isomorphism of $\operatorname{Ker}\left(D G\left(x_{0}\right)\right)$ onto $\mathbb{R}^{q+m}$. To choose $B$ is equivalent to choose $q+m$ linear forms $\chi_{i}$, $i=1, \ldots, q+m$, on $X$ that are linearly independent on $\operatorname{Ker}\left(D G\left(x_{0}\right)\right)$. By identifying $\operatorname{Ker}\left(D G\left(x_{0}\right)\right)$ to $\mathbb{R}^{q+m}, B(x)$ can be considered the component of $x \in X$ on $\operatorname{Ker}\left(D G\left(x_{0}\right)\right)$ with respect to the decomposition $X=$ $\operatorname{Ker}\left(D G\left(x_{0}\right)\right) \oplus \operatorname{Ker}(B)$. The function $\mathcal{F}$ is of class $C^{p}$.

$$
D_{x} \mathcal{F}\left(0, x_{0}\right) y=\left[\begin{array}{l}
B(y)  \tag{2.6}\\
D G\left(x_{0}\right) y
\end{array}\right]
$$

Since $\operatorname{Ker}\left(D_{x} \mathcal{F}\left(0, x_{0}\right)\right)=\{0\}$ and $\operatorname{Range}\left(D_{x} \mathcal{F}\left(0, x_{0}\right)\right)=Y$, there results that $D_{x} \mathcal{F}\left(0, x_{0}\right)$ is an isomorphism of $X$ onto $Y$. Implicit functions theorem leads to

Lemma 2.1. (Lemma 4.1 and Lemma 6.1, [18]). Under the above hypotheses, there exists a neighborhood $\mathcal{V}$ of 0 in $\mathbb{R}^{q+m}$, a neighborhood $\mathcal{U}$ of $x_{0}$ in $X$ and a unique $C^{p}$ - mapping $x: \theta \in \mathcal{V} \rightarrow x(\theta)=(f(\theta), \lambda(\theta), u(\theta)) \in \mathcal{U}$ satisfying: a) $G(x(\theta))=0, \theta=B\left(f(\theta)-f_{0}, \lambda(\theta)-\lambda_{0}, u(\theta)-u_{0}\right), \forall \theta \in \mathcal{V}$; b) $x(0)=x_{0}$; c) $(\theta, x(\theta)$ ) is a regular point of (2.4), $\forall \theta \in \mathcal{V}$; d) if $y=$ $(g, \mu, v) \in \mathcal{U}$ is such that $G(y)=0$, then $g=f(\theta), \mu=\lambda(\theta), v=u(\theta)$, with $\theta=B\left(g-f_{0}, \mu-\lambda_{0}, v-u_{0}\right)$.

Equation $f(\theta)=0$ is the bifurcation equation of problem (1.1) (18]). Crouzeix and Rappaz specify that their method is equivalent to the LyapunovSchmidt method. They call "classical" the bifurcation equation related to the Lyapunov-Schmidt method.

For the case $q \geq 1$, Crouzeix and Rappaz use $B$ reduced to $\mathbb{R}^{m} \times W$, $B \in L\left(\mathbb{R}^{m} \times W, \mathbb{R}^{q+m}\right)$. In the above presentation and in Lemma 2.1, we maintain the operator $B \in L\left(X, \mathbb{R}^{q+m}\right)$ corresponding to the case in Chapter 4, [18].

The problem (2.4), in the case $q=0$, is also formulated in a different context in [21]. Related to the study of a linear Fredholm operator and of the system $D_{x} \mathcal{F}(0, x) y-\left[\theta^{\prime}, 0\right]^{T}=0$, where $x$ and $\theta^{\prime} \in \mathbb{R}^{q+m}$ are fixed, the use of an operator similar to $B$ (from [18]) and of some elements similar to $\bar{a}_{1}, \ldots, \bar{a}_{q}$ (from [18]) is found in [6, 7, 8, 21, 34, 35, 41, 44].

Given two normed (linear) spaces $E$ and $F, L(E, F)$ is the space of all continuous linear mappings (operators) $K: E \rightarrow F$. An isomorphism of $E$ onto $F$ is a linear, continuous and bijective mapping $K: E \rightarrow F$ whose inverse $K^{-1}$ is continuous [6, 18, 21, 24, 29, 36, 59, 60, 61].
Lemma 2.2. (The hypotheses of a formulation of the inverse function theorem, Theorem I.2.2, [14] and a partial result from the proof of this one). For $v \in X$ and the function $\widehat{G}: X \rightarrow Z$ of class $C^{p}, p \geq 1$, we assume that $D \widehat{G}(v) \in L(X, Z)$ is an isomorphism and that $\beta$ satisfies $2 \gamma L_{\widehat{G}}(\beta) \leq$ 1, with $\gamma=\widetilde{\gamma}(\widehat{G}, v, X, Z)$ and $L_{\widehat{G}}(\beta)=\widetilde{L}(\widehat{G}, v, x, \beta, X, Z)$, where we use the notations (2.11) and (2.12) below. Then, for any $z \in \operatorname{int} \mathbb{B}_{\frac{\beta}{2 \gamma}}(\widehat{G}(v))$,
the equation $\widehat{G}(x)=z$ has a unique solution $x$ in $\mathbb{B}_{\beta_{1}}(v)$, where $\beta_{1}=$ $2 \gamma\|\widehat{G}(v)-z\|_{Z} \leq \beta$.

### 2.2. Contraction mapping principle for set-valued mappings and

 Graves' theorem [21. Let us present the following mathematical entities as they are introduced in the monograph [21] of Dontchev and Rockafellar.Let $(X, \rho)$ be a metric space. For the sets $C$ and $D$ in $X$ and $x \in C$,
$d(x, C)=\inf _{x^{\prime} \in C} \rho\left(x, x^{\prime}\right), e(C, D)=\sup _{x \in C} d(x, D)$,
with the convention $e(\emptyset, D)=0$ when $D \neq \emptyset$ and $e(\emptyset, D)=\infty$ otherwise.
$\rho(x, y)=\|x-y\|$ if $(X,\|\cdot\|)$ is a normed space.
Let $X, Y$ be Banach spaces. Let $F: X \rightrightarrows Y$ be a set-valued mapping, that is, for $x \in X, F$ assigns a set $F(x)$ that contains one or more elements of $Y$ or it is empty. The graph of $F$ is the set gph $F=\{(x, y) \in X \times Y \mid y \in$ $F(x)\}$. The domain of $F$ is the set $\operatorname{dom} F=\{x \mid F(x) \neq \emptyset\}$. The range of $F$ is the set rge $F=\{y \mid y \in F(x)$ for some $x\}$. A set-valued mapping $F: X \rightrightarrows Y$ has an inverse $F^{-1}: Y \rightrightarrows X, F^{-1}(y)=\{x \mid y \in F(x)\}$. Let us retain that $x \in F^{-1}(y) \Leftrightarrow y \in F(x)$.

Let $A \in L(X, Y)$ be a surjective mapping. A consequence of Theorem 5A. 1 (Banach open mapping theorem), page 253, 21], is the existence of a $\kappa>0$ such that $d\left(0, A^{-1}(y)\right) \leq \kappa\|y\|$, for all $y$. The regularity modulus is defined by

$$
\begin{equation*}
\operatorname{reg} A=\sup _{\|y\| \leq 1} d\left(0, A^{-1}(y)\right), \tag{2.7}
\end{equation*}
$$

$\operatorname{reg} A<\infty$. For a Banach space $X$ with norm $\|\cdot\| x$, let $\mathbb{B}_{a}(\tilde{s})=\{s \in$ $X ;\|\tilde{s}-s\| x \leq a\}$ be the closed ball with center $\tilde{s}$ and radius $a$.

Theorem 2.3. (Contraction mapping principle for set-valued mappings, Theorem 5E.2, page 284, [21]) Let $(X, \rho)$ be a complete metric space, and consider a set-valued mapping $T: X \rightrightarrows X$ and a point $\bar{x} \in X$. Suppose that there exist scalars $a>0$ and $\lambda \in(0,1)$ such that the set gph $T \cap\left(\mathbb{B}_{a}(\bar{x}) \times\right.$ $\left.\mathbb{B}_{a}(\bar{x})\right)$ is closed and
I. $d(\bar{x}, T(\bar{x}))<a(1-\lambda)$;
II. $e\left(T(u) \cap \mathbb{B}_{a}(\bar{x}), T(v)\right) \leq \lambda \rho(u, v)$ for all $u, v \in \mathbb{B}_{a}(\bar{x})$.

Then, $T$ has a fixed point in $\mathbb{B}_{a}(\bar{x})$; that is, there exists $x \in \mathbb{B}_{a}(\bar{x})$ such that $x \in T(x)$.

Theorem 2.4. (Graves, Theorem 5D.2, page 276, [21) Let $X$ and $Y$ be Banach spaces. Consider a function $f: X \rightarrow Y$ and a point $\bar{x} \in \operatorname{int} \operatorname{dom} f$ and let $f$ be continuous in $\mathbb{B}_{\varepsilon}(\bar{x})$ for some $\varepsilon>0$. Let $A \in L(X, Y)$ be surjective and let $\kappa \geq \operatorname{reg} A$. Suppose there is a nonnegative $\mu$ such that $\kappa \mu<1$ and

$$
\begin{equation*}
\left\|f(x)-f\left(x^{\prime}\right)-A\left(x-x^{\prime}\right)\right\| \leq \mu\left\|x-x^{\prime}\right\| \text { whenever } x, x^{\prime} \in \mathbb{B}_{\varepsilon}(\bar{x}) . \tag{2.8}
\end{equation*}
$$

Then, in terms of $\bar{y}=f(\bar{x})$ and $c=\kappa^{-1}-\mu$, if $y$ is such that $\|y-\bar{y}\| \leq c \varepsilon$, then the equation $y=f(x)$ has a solution $x \in \mathbb{B}_{\varepsilon}(\bar{x})$.

Corollary 2.5. (A consequence of Graves' theorem, pages 277-278, [21]) Let (2.8) hold for $x, x^{\prime} \in \mathbb{B}_{\varepsilon}(\bar{x})$ and choose a positive $\tau<\varepsilon$. Then, there is a neighborhood $U$ of $\bar{x}$ such that $\mathbb{B}_{\tau}(x) \subset \mathbb{B}_{\varepsilon}(\bar{x})$ for all $x \in U$. Make $U$
smaller if necessary so that $\|f(x)-f(\bar{x})\|<c \tau$ for $x \in U$. Pick $x \in U$ and a neighborhood $V$ of $\bar{y}$ such that $\|y-f(x)\| \leq c \tau$ for $y \in V$. Then,

$$
\begin{equation*}
d\left(x, f^{-1}(y)\right) \leq \frac{\kappa}{1-\kappa \mu}\|y-f(x)\| \text { for }(x, y) \in U \times V \tag{2.9}
\end{equation*}
$$

This is the metric regularity property of the function $f$ at $\bar{x}$ for $\bar{y}$.
If for every $\mu>0$ there exists $\varepsilon>0$ such that (2.8) holds for every $x, x^{\prime}$ $\in \mathbb{B}_{\varepsilon}(\bar{x})$, then $A$ is, by definition ([20], [21]), the strict derivative of $f$ at $\bar{x}$, $A=D f(\bar{x})$.

Theorem 2.6. (Theorem 1.3, [20]) Let $X$ and $Y$ be Banach spaces, let $\bar{x}$ $\in X$ and let $f: X \rightarrow Y$ be a function which is strictly differentiable at $\bar{x}$ (see the definition at page 31, [21]). Suppose that $D f(\bar{x})$ is onto. Then, there exist a neighborhood $W$ of $\bar{x}$ and a constant $c>0$ such that for every $x \in W$ and $\tau>0$ with $\mathbb{B}_{\tau}(x) \subset W$,

$$
\begin{equation*}
\mathbb{B}_{c \tau}(f(x)) \subset f\left(\mathbb{B}_{\tau}(x)\right) \tag{2.10}
\end{equation*}
$$

Let us consider the notations $\gamma$ and $L(\varepsilon)$ from [14, 18, 29] in the following way:

$$
\begin{align*}
\widetilde{\gamma}(f, \bar{x}, X, Y) & =\left\|D f(\bar{x})^{-1}\right\|_{L(Y, X)}  \tag{2.11}\\
\widetilde{L}(f, \bar{x}, x, \varepsilon, X, Y) & =\sup _{x \in \mathbb{B}_{\varepsilon}(\bar{x})}\|D f(\bar{x})-D f(x)\|_{L(X, Y)} \tag{2.12}
\end{align*}
$$

## 3. The main theorem on the extended systems considered in THE WORK

We formulate a theorem for the equivalence between the properties of the bifurcation point $\left(\lambda_{0}, u_{0}\right)$ of (1.1), satisfying hypothesis (1.2), and the existence of the solution of an (overdetermined) extended system. This Section and Section 4 are devoted to this subject.

Let us consider $\theta=0$ in equation (2.4) and conclude that we can introduce an equation based on the value $B\left(x_{0}\right)$. Let us denote

$$
\begin{equation*}
\theta_{*}=B\left(x_{0}\right) \tag{3.1}
\end{equation*}
$$

It follows that the equation

$$
\begin{align*}
& B(x)-\theta_{*}=0  \tag{3.2}\\
& G(x)=0
\end{align*}
$$

has an unique solution $x=x_{0}=\left(f_{0}, \lambda_{0}, u_{0}\right)$.
There results the existence of a $\theta_{*} \in \mathbb{R}^{q+m}$ such that we can consider equation (3.2) on its own and we can formulate questions about the existence, the uniqueness and the properties of the solution $\left(\lambda_{0}, u_{0}\right)$ of (1.1). Since our results are results of existence, it is not necessary to know (to have explicitely) the value of $\theta_{*}$. In the sequel, we use (3.1) in two respects: 1) Given $B$ and $x_{0}, \theta_{*}$ results from (3.1). 2) Given $B$ and $\theta_{*}, x_{0}$ is a solution of (3.1).

Take some fixed $\theta_{0} \in \mathbb{R}^{q+m}$. Consider $p \geq 2$. Let us introduce the function

$$
\Psi: X \rightarrow Y, \Psi(x)=\left[\begin{array}{l}
B(x)-\theta_{0}  \tag{3.3}\\
G(x)
\end{array}\right]
$$

and the equation in $x \in X$

$$
\begin{equation*}
\Psi(x)=0 . \tag{3.4}
\end{equation*}
$$

We have $\Psi\left(x_{0}\right)=\mathcal{F}\left(0, x_{0}\right)$ and $D \Psi\left(x_{0}\right)=D_{x} \mathcal{F}\left(0, x_{0}\right)$, where $D \Psi(x) \bar{x}=$ $[B(\bar{x}), D G(x) \bar{x}]^{T}$ and $[\cdot]^{T}$ denotes the transpose of the row vector [•].

As $D G\left(x_{0}\right)$ is associated to the Fredholm operator $D F\left(\lambda_{0}, u_{0}\right)$, let us introduce a function $H$, of class $C^{p-1}$, associated to $D_{u} F\left(\lambda_{0}, u_{0}\right)$. The space $Z_{4}=\operatorname{Range}\left(D_{u} F\left(\lambda_{0}, u_{0}\right)\right)$ is closed in $Z, Z=Z_{3} \oplus Z_{4}$, where $Z_{3}=$ $s p\left\{\bar{b}_{1}, \ldots, \bar{b}_{n}\right\}$ and $\bar{b}_{1}, \ldots, \bar{b}_{n}$ are some linearly independent elements from $Z$. Let $\Delta=\mathbb{R}^{n} \times W, \Sigma=\mathbb{R}^{n} \times Z, e=\left(e^{1}, \ldots, e^{n}\right) \in \mathbb{R}^{n}, \mathrm{z}=(e, v) \in \Delta$. Define the function $H$ by

$$
\begin{equation*}
H: \mathbb{R}^{m} \times W \times \Delta \rightarrow Z, H(\lambda, u, \mathrm{z})=D_{u} F(\lambda, u) v-\sum_{k=1}^{n} e^{k} \bar{b}_{k} \tag{3.5}
\end{equation*}
$$

(3.6) $\operatorname{Ker}\left(H\left(\lambda_{0}, u_{0}, \cdot\right)\right)=\left\{\mathrm{z}=(e, v) \in \Delta ; e=0, v \in \operatorname{Ker}\left(D_{u} F\left(\lambda_{0}, u_{0}\right)\right)\right\}$.

It follows that $\operatorname{dim} \operatorname{Ker}\left(H\left(\lambda_{0}, u_{0}, \cdot\right)\right)=n$, $\operatorname{Range}\left(H\left(\lambda_{0}, u_{0}, \cdot\right)\right)=Z$ and $H\left(\lambda_{0}, u_{0}, \cdot\right) \in L(\Delta, Z)$ is a Fredholm operator with index $n$. We have $D H(\lambda, u, \mathrm{z})(\bar{\lambda}, \bar{u}, \overline{\mathrm{z}})=D_{(\lambda, u)}\left(D_{u} F(\lambda, u) v\right)(\bar{\lambda}, \bar{u})+D_{u} F(\lambda, u) \bar{v}-\sum_{k=1}^{n} \bar{e}^{k} \bar{b}_{k}$.

Consider an operator $\overline{\mathcal{B}}$, similar to $B, \overline{\mathcal{B}} \in L\left(\Delta, \mathbb{R}^{n}\right)$ such that $\operatorname{Ker}\left(H\left(\lambda_{0}, u_{0}, \cdot\right)\right) \cap$ $\operatorname{Ker}(\overline{\mathcal{B}})=\{0\} . \overline{\mathcal{B}}$ is an isomorphism of $\operatorname{Ker}\left(H\left(\lambda_{0}, u_{0}, \cdot\right)\right)$ onto $\mathbb{R}^{n}$ and the decomposition $\Delta=\operatorname{Ker}\left(H\left(\lambda_{0}, u_{0}, \cdot\right)\right) \oplus \operatorname{Ker}\left(\mathcal{B}_{n}\right)$ holds. To choose $\overline{\mathcal{B}}$ is equivalent to choose $n$ linear forms $\bar{\chi}_{k}, k=1, \ldots, n$, on $\Delta$ that are linearly independent on $\operatorname{Ker}\left(H\left(\lambda_{0}, u_{0}, \cdot\right)\right)$.

Define the functions $\Phi_{G}(x, \cdot): X \rightarrow Y$ and $\Phi_{H}(x, \cdot): \Delta \rightarrow \Sigma$ by

$$
\Phi_{G}(x, y)=\left[\begin{array}{l}
B(y) \\
D G(x) y
\end{array}\right] \text { and } \Phi_{H}(x, \mathrm{z})=\left[\begin{array}{l}
\overline{\mathcal{B}}(\mathrm{z}) \\
H(\lambda, u, \mathrm{z})
\end{array}\right] .
$$

We have $\Phi_{G}(x, y)=D \Psi(x) y$ and

$$
\begin{aligned}
D \Phi_{G}(x, y)(\bar{x}, \bar{y}) & =\left[\begin{array}{l}
B(\bar{y}) \\
D^{2} F(\lambda, u)((\mu, w),(\bar{\lambda}, \bar{u}))+D G(x) \bar{y}
\end{array}\right] \\
D \Phi_{H}(x, \mathrm{z})(\bar{x}, \bar{z}) & =\left[\begin{array}{l}
\overline{\mathcal{B}}(\overline{\mathrm{z}}) \\
D_{(\lambda, u)}\left(D_{u} F(\lambda, u) v\right)(\bar{\lambda}, \bar{u})+H(\lambda, u, \bar{z})
\end{array}\right] .
\end{aligned}
$$

We remember that $X=\mathbb{R}^{q+m} \times W, Y=\mathbb{R}^{q+m} \times Z, f=\left(f^{1}, \ldots, f^{q}\right) \in$ $\mathbb{R}^{q}, f_{0}=0 \in \mathbb{R}^{q}, x=(f, \lambda, u), x_{0}=\left(f_{0}, \lambda_{0}, u_{0}\right) \in X$.

Related to $D F\left(\lambda_{0}, u_{0}\right)$, we denote $g=\left(g^{1}, \ldots, g^{q}\right), g_{i}=\left(g_{i}^{1}, \ldots, g_{i}^{q}\right) \in \mathbb{R}^{q}$, $g_{0}=0, g_{i, 0}=0 \in \mathbb{R}^{q}$ and $y=(g, \mu, w), y_{0}=\left(g_{0}, \mu_{0}, w_{0}\right), y_{i}=\left(g_{i}, \mu_{i}, w_{i}\right)$, $y_{i, 0}=\left(g_{i, 0}, \mu_{i, 0}, w_{i, 0}\right) \in X, i=1, \ldots, q+m$.

Related to $D_{u} F\left(\lambda_{0}, u_{0}\right)$, we denote $e_{k}=\left(e_{k}^{1}, \ldots, e_{k}^{n}\right) \in \mathbb{R}^{n}, e_{k, 0}=0 \in$ $\mathbb{R}^{n}$ and $\mathrm{z}_{k}=\left(e_{k}, v_{k}\right), \mathrm{z}_{k, 0}=\left(e_{k, 0}, v_{k, 0}\right) \in \Delta, k=1, \ldots, n$.

We also denote $\Gamma=X^{1+q+m} \times \Delta^{n}, \Sigma=\left(\mathbb{R}^{q+m} \times Z\right)^{1+q+m} \times\left(\mathbb{R}^{n} \times Z\right)^{n}$ and $s=\left(x, y_{1}, \ldots, y_{q+m}, \mathrm{z}_{1}, \ldots, \mathrm{z}_{n}\right), s_{0}=\left(x_{0}, y_{1,0}, \ldots, y_{q+m, 0}, \mathrm{z}_{1,0}, \ldots, \mathrm{z}_{n, 0}\right) \in$ $\Gamma$.

On the product space $Y_{0}=\prod_{\jmath=1}^{N} Y_{\jmath}$, we use the norm $\|\cdot\|_{(1)},\left\|\kappa_{0}\right\|_{(1)}=$ $\left\|\kappa_{0}\right\|_{Y}=\sum_{j=1}^{N}\left\|\kappa_{\jmath}\right\|_{Y_{J}}$, where $Y_{j}$ is a normed space with norm $\|\cdot\|_{Y_{J}}$, for $\jmath=1, \ldots, N$, and $\kappa_{0}=\left(\kappa_{1}, \ldots, \kappa_{N}\right) \in Y$. We write $\|\cdot\|$ instead of $\|\cdot\|_{E}$
or $\|\cdot\|_{L(E, F)}$ when the spaces $E$ and $F$ are clear. Let $I_{N}$ be the identity operator on $\mathbb{R}^{N}, N \geq 1$. Let $I_{W}$ be the identity operator on $W$.
$\delta_{i j}$ is the Kronecker delta and $\delta_{k}^{N}=\left\{\delta_{k 1}, \ldots, \delta_{k k}, \ldots, \delta_{k N}\right\}$, for $1 \leq k \leq$ $N$, but $\left\{\delta_{1}^{N}, \ldots, \delta_{N}^{N}\right\}$ can be any fixed basis of $\mathbb{R}^{N}$.

For the solution $x_{0}$ of (3.2), a basis of $\operatorname{Ker}\left(\operatorname{DF}\left(\lambda_{0}, u_{0}\right)\right)$ and a basis of $\operatorname{Ker}\left(D_{u} F\left(\lambda_{0}, u_{0}\right)\right)$ can be determined by the solution $s_{0}$ of (3.8) (where $\theta_{0}$ $=\theta_{*}$ ) below.

Together with $\theta_{0}$, let us consider some elements $\bar{a}_{1}, \ldots, \bar{a}_{q}, \bar{b}_{1}, \ldots, \bar{b}_{n} \in$ $Z$. Having in mind the local $C^{p}$ - diffeomorphism $\Psi$ at $x_{0}$, let us introduce the function $S: \Gamma \rightarrow \Sigma([5])$,
for all $i=1, \ldots, q+m, k=1, \ldots, n$, with the following convention (in the left formulation of $S(s)$ ) that we use throughout the paper: the second and the third rows (components) are taken $q+m$ times, for all the values of $i$, and the fourth and the fifth rows (components) are taken $n$ times, for all the values of $k$. Consider the extended system in $s$

$$
\begin{equation*}
S(s)=0 \tag{3.8}
\end{equation*}
$$

In (3.8), $x$ is determined by equation $\Psi(x)=0$ and the rest of components of $s$ are determined by the rest of the equations.

Remark 3.1. Let us observe that $D G(f, \lambda, u)(g, \mu, w)=D G\left(f^{\prime}, \lambda, u\right)(g, \mu, w)$ for $f \neq f^{\prime}$.

We have

$$
D S(s) \bar{s}=\left[\begin{array}{l}
B(\bar{x})  \tag{3.9}\\
D G(x) \bar{x} \\
B\left(\bar{y}_{i}\right) \\
D^{2} F(\lambda, u)\left(\left(\mu_{i}, w_{i}\right),(\bar{\lambda}, \bar{u})\right)+D G(x) \bar{y}_{i} \\
\overline{\mathcal{B}}\left(\bar{z}_{k}\right) \\
D_{(\lambda, u)}\left(D_{u} F(\lambda, u) v_{k}\right)(\bar{\lambda}, \bar{u})+H\left(\lambda, u, \overline{\mathrm{z}}_{k}\right)
\end{array}\right]
$$

$i=1, \ldots, q+m, k=1, \ldots, n$.
Let us define the function $\Phi: X \times \Gamma \rightarrow \Sigma$,

$$
\Phi\left(x, \phi^{\prime}\right)=\left[\begin{array}{c}
\Phi_{G}\left(x, y^{\prime}\right)  \tag{3.10}\\
\Phi_{G}\left(x, y_{i}^{\prime}\right) \\
\Phi_{H}\left(x, z_{k}^{\prime}\right)
\end{array}\right]
$$

for all $i=1, \ldots, q+m, k=1, \ldots, n$, where $\phi^{\prime}=\left(y^{\prime}, y_{1}^{\prime}, \ldots, y_{q+m}^{\prime}, \mathrm{z}_{1}^{\prime}, \ldots, \mathrm{z}_{n}^{\prime}\right)$.

We have

$$
D \Phi\left(x, \phi^{\prime}\right)\left(\bar{x}, \bar{\phi}^{\prime}\right)=\left[\begin{array}{l}
B\left(\bar{y}^{\prime}\right)  \tag{3.11}\\
D^{2} F(\lambda, u)\left(\left(\mu^{\prime}, w^{\prime}\right),(\bar{\lambda}, \bar{u})\right)+D G(x) \bar{y}^{\prime} \\
B\left(\bar{y}_{i}^{\prime}\right) \\
D^{2} F(\lambda, u)\left(\left(\mu_{i}^{\prime}, w_{i}^{\prime}\right),(\bar{\lambda}, \bar{u})\right)+D G(x) \bar{y}_{i}^{\prime} \\
\overline{\mathcal{B}}\left(\overline{\mathrm{z}}_{k}^{\prime}\right) \\
D_{(\lambda, u)}\left(D_{u} F(\lambda, u) v_{k}^{\prime}\right)(\bar{\lambda}, \bar{u})+H\left(\lambda, u, \overline{\mathrm{z}}_{k}^{\prime}\right)
\end{array}\right]
$$

Remark 3.2. Related to the solution $\left(\lambda_{0}, u_{0}\right)$ of (1.1), to a basis of $\operatorname{Ker}\left(\operatorname{DF}\left(\lambda_{0}, u_{0}\right)\right)$ and to a basis of $\operatorname{Ker}\left(D_{u} F\left(\lambda_{0}, u_{0}\right)\right)$, let us observe that the following statements i) and ii) must be equivalent:
i) $\theta_{0}=\theta_{*}$ from (3.1), $g_{i}=0, e_{k}=0, i=1, \ldots, q+m, k=1, \ldots, n$.
ii) There exists $\theta_{0} \in \mathbb{R}^{q+m}$ such that $f=0, g_{i}=0, e_{k}=0, i=1, \ldots, q+$ $m, k=1, \ldots, n$.

Lemma 3.3. Let $s \in \Gamma$. The following statements i) and ii) are equivalent:
i) $D \Psi(x)$ is an isomorphism of $X$ onto $Y, D S(s)$ is an isomorphism of $\Gamma$ onto $\Sigma$
ii) $\Phi_{G}(x, \cdot)$ is an isomorphism of $X$ onto $Y, \Phi_{H}(x, \cdot)$ is an isomorphism of $\Delta$ onto $\Sigma$.

Proof. For the implication (i) $\Rightarrow$ (ii), we mentions the followings remarks: $\Phi_{G}(x, \cdot)=D \Psi(x)$. Let us take the last component of $D S(s)$ and obtain that $\Phi_{H}(x, \cdot)$ is bijective from the study of the equation in $\overline{\mathrm{Z}}$

$$
\Phi_{H}(x, \bar{z})=\left[\varsigma^{\prime}, \varsigma^{\prime \prime}\right]^{T}-\left[0, D_{(\lambda, u)}\left(D_{u} F(\lambda, u) v_{n}\right)(\bar{\lambda}, \bar{u})\right]^{T}
$$

for $\left(\varsigma^{\prime}, \varsigma^{\prime \prime}\right) \in Y$ and $(\bar{\lambda}, \bar{u})$ fixed in $\mathbb{R}^{m} \times W$.

Lemma 3.4. Let the assumptions (i) or (ii) of Lemma 3.3 hold. Then, $\Phi(x, \cdot)$ is an isomorphism of $\Gamma$ onto $\Sigma$.

We study the case $q \geq 1$. The results can be transferred, easily, to the case $q=0$. We formulate, now, the main theorem on the extended systems considered above.

Theorem 3.5. Let $F, n \geq 1, q \geq 1, \bar{a}_{1}, \ldots, \bar{a}_{q}, \bar{b}_{1}, \ldots, \bar{b}_{n} \in Z \backslash\{0\}$ and $G, H$ defined above. Let $B=\left(\chi_{1}, \ldots, \chi_{q+m}\right) \in L\left(X, \mathbb{R}^{q+m}\right)$ and $\overline{\mathcal{B}}=$ $\left(\bar{\chi}_{1}, \ldots, \bar{\chi}_{n}\right) \in L\left(\Delta, \mathbb{R}^{n}\right)$, where $\chi_{1}, \ldots, \chi_{q+m}$ are $(q+m)$ nonzero linear forms on $X$ and $\bar{\chi}_{1}, \ldots, \bar{\chi}_{n}$ are $n$ nonzero linear forms on $\Delta$. The following statements (i) and (ii) are equivalent
(i) Let (1.1). $\left(\lambda_{0}, u_{0}\right)$ is a solution of (1.1). Hypothesis (1.2) holds for $\left(\lambda_{0}, u_{0}\right) . Z=Z_{1} \oplus Z_{2}$ with $\bar{a}_{1}, \ldots, \bar{a}_{q}$ linearly independent. $Z=Z_{3} \oplus Z_{4}$ with $\bar{b}_{1}, \ldots, \bar{b}_{n}$ linearly independent. $x_{0}$ is the unique solution of (2.2). $B$ and $\overline{\mathcal{B}}$ are such that

$$
\begin{gather*}
\operatorname{Ker}\left(D G\left(x_{0}\right)\right) \cap \operatorname{Ker}(B)=\{0\}  \tag{3.12}\\
\operatorname{Ker}\left(H\left(\lambda_{0}, u_{0}, \cdot\right)\right) \cap \operatorname{Ker}(\overline{\mathcal{B}})=\{0\} . \tag{3.13}
\end{gather*}
$$

where these kernels are given by (2.3) and (3.6). We have

$$
\begin{equation*}
\theta_{0}=B\left(x_{0}\right) \in \mathbb{R}^{q+m} \tag{3.14}
\end{equation*}
$$

(ii) Fix $\theta_{0} \in \mathbb{R}^{q+m}$, a basis $\left\{\delta_{i}^{q+m}\right\}_{i=1, \ldots, q+m}$ of $\mathbb{R}^{q+m}$ and a basis $\left\{\delta_{k}^{n}\right\}_{k=1, \ldots, n}$ of $\mathbb{R}^{n}$. Consider $\Psi$ and (3.4) together with $S$ and (3.8). We have:
(a) The system (3.8) has the solution $s_{0}=\left(x_{0}, y_{1,0}, \ldots, y_{q+m, 0}, \mathrm{z}_{1,0}\right.$, $\left.\ldots, \mathrm{z}_{n, 0}\right)$, where $x_{0}=\left(f_{0}, \lambda_{0}, u_{0}\right), y_{i, 0}=\left(g_{i, 0}, \mu_{i, 0}, w_{i, 0}\right), \mathrm{z}_{k, 0}=\left(e_{k, 0}, v_{k, 0}\right)$, $f_{0}=0, g_{i, 0}=0, e_{k, 0}=0, i=1, \ldots, q+m, k=1, \ldots, n$ and the component $x_{0}$ of $s_{0}$ is the solution of (3.4).
(b) $D \Psi\left(x_{0}\right)$ is an isomorphism of $X$ onto $Y$; $D S\left(s_{0}\right)$ is an isomorphism of $\Gamma$ onto $\Sigma$.

Corollary 3.6. Theorem 3.5 remains true if we replace $B$ by a nonlinear $B_{N}$ in the definition (3.3) of $\Psi$.

Proof. We first use Lemma 4.1 (i) and (ii) below. Then, we observe that, under the assumptions of the statement (ii) (b), we obtain that $\Phi_{G}(x, \cdot)$ is an isomorphism of $X$ onto $Y$ as in the proof of Lemma 3.3,

Remark 3.7. Since we have $f_{0}=0, g_{i, 0}=0(i=1, \ldots, q+m)$ and $e_{k, 0}=0$ $(k=1, \ldots, n)$, it follows that the results of Theorem 3.5 do not depend on the choice of $\bar{a}_{1}, \ldots, \bar{a}_{q}, \bar{b}_{1}, \ldots, \bar{b}_{n}$.

Remark 3.8. The results of Theorem 3.5 do not depend on the choice of $B$ $=\left(\chi_{1}, \ldots, \chi_{q+m}\right)$ and $\overline{\mathcal{B}}=\left(\bar{\chi}_{1}, \ldots, \bar{\chi}_{n}\right)$.

Corollary 3.9. Theorem 3.5 ii) a) is equivalent to the following formulation: $s_{0}$ is a solution of the overdetermined system
(3.15) $S(s)=0, f=0, g_{i}=0, e_{k}=0, i=1, \ldots, q+m, k=1, \ldots, n$.

Corollary 3.10. In the case $q=0$, we replace $G$ by $F$ in the definition (3.7) of $S$ and (3.15) is reduced to

$$
\begin{align*}
& B(\lambda, u)-\theta_{0}=0 \\
& F(\lambda, u)=0 \\
& B\left(\mu_{i}, w_{i}\right)-\delta_{i}^{m}=0 \\
& D F(\lambda, u)\left(\mu_{i}, w_{i}\right)=0  \tag{3.16}\\
& \bar{B}\left(\mathrm{z}_{k}\right)-\delta_{k}^{n}=0 \\
& H\left(\lambda, u, \mathrm{z}_{k}\right)=0 \\
& e_{k}=0, \quad k=1, \ldots, n
\end{align*}
$$

Let us remark that the study of a nonlinear Fredholm operator $\widehat{F}$ can be reduced to the study of the equation (1.1) satisfying hypothesis (1.2). Let $\widehat{U}$ be an open set, $\widehat{U} \subseteq W$, and $\widehat{F}: \widehat{U} \rightarrow Z$. Let us fix $\widehat{u}_{0} \in \widehat{U}$ and let $\widehat{\zeta}_{0}=\widehat{F}\left(\widehat{u}_{0}\right)$. Then, the equation

$$
\begin{equation*}
\widehat{F}(\widehat{u})-\widehat{\zeta}_{0}=0 \tag{3.17}
\end{equation*}
$$

has the solution $\widehat{u}_{0}$ that satisfies the hypothesis:

$$
\begin{align*}
& D \widehat{F}\left(\widehat{u}_{0}\right) \text { is a Fredholm operator of } W \text { onto } Z \text { with index } m  \tag{3.18}\\
& \quad \operatorname{dim} \operatorname{Ker}\left(D \widehat{F}\left(\widehat{u}_{0}\right)\right)=q+m
\end{align*}
$$

For instance, we can choose $\widehat{u}_{0}$ such that $\operatorname{dim} \operatorname{Ker}\left(D \widehat{F}\left(\widehat{u}_{0}\right)\right)=\max$.

## 4. Proof of the main theorem on the extended systems, <br> Theorem 3.5

4.1. Some properties of the extended systems associated to $D_{u} F(\lambda, u)$ and $D F(\lambda, u)$. Throughout this Section, let us consider the hypotheses of Theorem 3.5.

Lemma 4.1. The statements (i) and (ii) are equivalent, and the same is true for (iii) and (iv).
(i) $x$ is the unique solution of (2.2) and $\theta_{0}=B(x) \in \mathbb{R}^{q+m}$.
(ii) Let $\theta_{0}$ be a fixed element in $\mathbb{R}^{q+m}$. Let us consider $\Psi$ and (3.4). $x$ is a solution of (3.4). $D \Psi(x)$ is an isomorphism of $X$ onto $Y$.
(iii) Assume (i). $D G(x)$ is a Fredholm operator with index $q+m$, Range $(D G(x))=Z$ and $\operatorname{Ker}(D G(x)) \cap \operatorname{Ker}(B)=\{0\}$.
(iv) Assume (ii). $\Phi_{G}(x, \cdot)$ is an isomorphism of $X$ onto $Y$.

The lemma remains true if we replace $B$ by a nonlinear $B_{N}$ in the definition (3.3) of $\Psi$ and we keep $B$ in the definition of $\Phi_{G}(x, \cdot)$.
Proof. These results are obtained by replacing $x_{0}$ with $x$ in the formulation of problem (2.4) as it is introduced by Crouzeix and Rappaz in [18].

Remark 4.2. We formulate only the results for $\operatorname{DF}(\lambda, u)$ since those for $D_{u} F(\lambda, u)$ are similar.
Corollary 4.3. Under the conditions of Lemma 4.1 (iv), we have:

$$
\begin{equation*}
\operatorname{dim} \operatorname{Ker}(D G(x))=q+m . \tag{4.1}
\end{equation*}
$$

$$
\begin{align*}
& B \text { is an isomorphism of } \operatorname{Ker}(D G(x)) \text { onto } \mathbb{R}^{q+m},  \tag{4.2}\\
& \chi_{1}, \ldots, \chi_{q+m} \text { are linearly independent on } \operatorname{Ker}(D G(x)) .  \tag{4.3}\\
& \quad X=\operatorname{Ker}(D G(x)) \oplus \operatorname{Ker}(B), \tag{4.4}
\end{align*}
$$

Proof. Let us prove (4.1). Consider the elements $\left(\delta_{i}^{q+m}, 0\right) \in Y, i=$ $1, \ldots, q+m$. Since $\Phi_{G}(x, \cdot)$ is an isomorphism of $X$ onto $Y$, it follows that there exist $x_{1}, \ldots, x_{q+m} \in X$ such that $\Phi_{G}\left(x, x_{i}\right)=\left(\delta_{i}^{q+m}, 0\right)$, so $B\left(x_{i}\right)=$ $\delta_{i}^{q+m}$ (otherwise said, $\chi_{j}\left(x_{i}\right)=\delta_{i j}$ ) and $D G(x) x_{i}=0$. We have $x_{i} \neq 0$ since $\Phi_{G}\left(x, x_{i}\right)=(0,0)$ otherwise. Suppose that there exist $\beta_{i} \in \mathbb{R}, i=1, \ldots, q+$ $m$, where $\beta_{i} \neq 0$ for at least one $i$, such that $\sum_{i=1}^{q+m} \beta_{i} x_{i}=0$. For every $j$, $j=1, \ldots, q+m$, we obtain $0=\chi_{j}(0)=\chi_{j}\left(\sum_{i=1}^{q+m} \beta_{i} x_{i}\right)=\sum_{i=1}^{q+m} \beta_{i} \chi_{j}\left(x_{i}\right)$ $=\beta_{j} \chi_{j}\left(x_{j}\right)=\beta_{j}$. So our supposition is false. Hence $\left\{x_{1}, \ldots, x_{q+m}\right\}$ is a linearly independent subset of $\operatorname{Ker}(D G(x))$. So $\operatorname{dim} \operatorname{Ker}(D G(x)) \geq q+m$. Suppose that $\operatorname{dim} \operatorname{Ker}(D G(x))>q+m$. Then, we have another element $x^{\prime}, x^{\prime} \neq 0$, such that $x_{1}, \ldots, x_{q+m}, x^{\prime}$ are linearly independent and $D G(x) x^{\prime}=0$. Let $\varsigma^{\prime}=B\left(x^{\prime}\right)$. Suppose that $\varsigma^{\prime}=0$. Since $\Phi_{G}(x, \cdot)$ is an isomorphism of $X$ onto $Y$, there results that $x^{\prime}=0$, so it remains $\varsigma^{\prime} \neq 0$. Since $\varsigma^{\prime} \in \mathbb{R}^{q+m}$, there exist $\beta_{i} \in \mathbb{R}, i=1, \ldots, q+m$, such that $\varsigma^{\prime}=\sum_{i=1}^{q+m} \beta_{i} \delta_{i}^{q+m}$. We have $\left(\varsigma^{\prime}, 0\right)=\sum_{i=1}^{q+m} \beta_{i}\left(\delta_{i}^{q+m}, 0\right), \beta_{i} \in \mathbb{R}$. We obtain $\Phi_{G}\left(x,\left(x^{\prime}-\sum_{i=1}^{q+m} \beta_{i} x_{i}\right)\right)=\left(\varsigma^{\prime}, 0\right)-\sum_{i=1}^{q+m} \beta_{i}\left(\delta_{i}^{q+m}, 0\right)=0 . \Phi_{G}(x, \cdot)$ is an isomorphism of $X$ onto $Y$ so $\operatorname{Ker}\left(\Phi_{G}(x, \cdot)=\{0\}\right.$. It follows that
$x^{\prime}-\sum_{i=1}^{q+m} \beta_{i} x_{i}=0$ which contradicts the supposition that $x_{1}, \ldots, x_{q+m}$, $x^{\prime}$ are linearly independent. It remains (4.1).

From (4.1), it follows that $B$ is an isomorphism of $\operatorname{Ker}(D G(x))$ onto $\mathbb{R}^{q+m}$.

It follows that $\chi_{1}, \ldots, \chi_{q+m}$ are linearly independent on $\operatorname{Ker}(D G(x))$.
Let us define $X_{1}=\operatorname{Ker}(D G(x)) \oplus \operatorname{Ker}(B)$. Suppose that there exists $\bar{x} \in X$ and $\bar{x} \notin X_{1}$. Let $\left(\varsigma^{\prime}, \varsigma^{\prime \prime}\right)=\Phi_{G}(x, \bar{x})(*)$, where $\varsigma^{\prime} \in \mathbb{R}^{q+m}$ and $\varsigma^{\prime \prime}$ $\in Z$. Since $\Phi_{G}(x, \cdot)$ is an isomorphism of $X$ onto $Y$, there results that, for $\left(\varsigma^{\prime}, 0\right) \in Y$, there exists $x^{\prime} \in X$ such that $\Phi_{G}\left(x, x^{\prime}\right)=\left(\varsigma^{\prime}, 0\right)$ and, for $\left(0, \varsigma^{\prime \prime}\right)$ $\in Y$, there exists $x^{\prime \prime} \in X$ such that $\Phi_{G}\left(x, x^{\prime \prime}\right)=\left(0, \varsigma^{\prime \prime}\right)$. We obtain that $x^{\prime}$ $\in \operatorname{Ker}(D G(x))$ and $x^{\prime \prime} \in \operatorname{Ker}(B)$, so $\bar{\xi}=x^{\prime}+x^{\prime \prime} \in X_{1}$, and $\Phi_{G}(x, \bar{\xi})=$ $\left(\varsigma^{\prime}, \varsigma^{\prime \prime}\right)$. So we obtain two solutions $\bar{x}, \bar{\xi}, \bar{x} \neq \bar{\xi}$, for (*). This contradicts the uniqueness of $\bar{x}$ in (*). It remains (4.4).

Lemma 4.4. Under the hypotheses and the conclusions of Lemma 4.1 (iii) or (iv), we have:
(i) $y \in \operatorname{Ker}(D G(x)), y \neq 0$, if and only if $\exists \theta_{q+m} \neq 0$ such that $B(y)=$ $\theta_{q+m}$ and $D G(x) y=0$.
(ii) Let $q+m=\operatorname{dim} \operatorname{Ker}(D G(x))$. Then, $y_{1}, \ldots, y_{q+m} \in \operatorname{Ker}(D G(x))$, $y_{i} \neq 0, i=1, \ldots, q+m$, form a basis for $\operatorname{Ker}(D G(x))$ if and only if $\exists \hat{\theta}_{1}$, $\ldots, \hat{\theta}_{q+m}, \hat{\theta}_{i} \neq 0, i=1, \ldots, q+m$, which form a basis for $\mathbb{R}^{q+m}$, such that $B\left(y_{i}\right)=\hat{\theta}_{i}$ and $D G(x) y_{i}=0$.
Proof. $\Phi_{G}(x, \cdot)$ is an isomorphism of $X$ onto $Y$.
Lemma 4.5. Replacing $\Phi_{G}(x, \cdot)$ by $\Phi_{H}(x, \cdot)$ in Lemma 4.1 (iii) and (iv), Corollary 4.3, Lemma 4.4, we obtain similar results related to $H(\lambda, u, \cdot)$ and $\overline{\mathcal{B}}$ instead of $D G(x)$ and $B$.
4.2. The properties of kernel of $D F\left(\lambda_{0}, u_{0}\right)$ and of $D_{u} F\left(\lambda_{0}, u_{0}\right)$. Let us replace $x$ by $x_{0}=\left(0, \lambda_{0}, u_{0}\right)$ and $y_{i}$ by $y_{i, 0}=\left(0, \mu_{i, 0}, w_{i, 0}\right)$ in Subsection 4.1.

Lemma 4.6. Under the hypotheses of Theorem 3.5 (ii), we have:
(4.5) $A$ basis of $\operatorname{Ker}\left(D G\left(x_{0}\right)\right)$ is $\left\{\left(0, \mu_{1,0}, w_{1,0}\right), \ldots,\left(0, \mu_{q+m, 0}, w_{q+m, 0}\right)\right\}$,
(4.6) $\operatorname{Ker}\left(D G\left(x_{0}\right)\right)=\left\{(f, \lambda, u) \in X ; f=0,(\lambda, u) \in \operatorname{Ker}\left(D F\left(\lambda_{0}, u_{0}\right)\right)\right\}$,
(4.7) A basis of $\operatorname{Ker}\left(\operatorname{DF}\left(\lambda_{0}, u_{0}\right)\right)$ is $\left\{\left(\mu_{1,0}, w_{1,0}\right), \ldots,\left(\mu_{q+m, 0}, w_{q+m, 0}\right)\right\}$,

$$
\begin{equation*}
\text { A basis of } \operatorname{Ker}\left(H\left(\lambda_{0}, u_{0}, \cdot\right)\right) \text { is }\left\{\left(0, v_{1,0}\right), \ldots,\left(0, v_{n, 0}\right)\right\} \text {, } \tag{4.9}
\end{equation*}
$$

$$
\begin{equation*}
\operatorname{dim} \operatorname{Ker}\left(D F\left(\lambda_{0}, u_{0}\right)\right)=q+m \tag{4.8}
\end{equation*}
$$

$$
\begin{equation*}
\operatorname{Ker}\left(H\left(\lambda_{0}, u_{0}, \cdot\right)\right)=\left\{(e, v) \in \Delta ; e=0, v \in \operatorname{Ker}\left(D_{u} F\left(\lambda_{0}, u_{0}\right)\right)\right\}, \tag{4.10}
\end{equation*}
$$

$$
\begin{equation*}
\text { A basis of } \operatorname{Ker}\left(D_{u} F\left(\lambda_{0}, u_{0}\right)\right) \text { is }\left\{v_{1,0}, \ldots, v_{n, 0}\right\}, \tag{4.11}
\end{equation*}
$$

$$
\begin{equation*}
\operatorname{dim} \operatorname{Ker}\left(D_{u} F\left(\lambda_{0}, u_{0}\right)\right)=n, \tag{4.12}
\end{equation*}
$$

$\chi_{1}, \ldots, \chi_{q+m}$ are linearly independent on $\operatorname{Ker}\left(D G\left(x_{0}\right)\right)$,
$\bar{\chi}_{1}, \ldots, \bar{\chi}_{n}$ are linearly independent on $\operatorname{Ker}\left(H\left(\lambda_{0}, u_{0}, \cdot\right)\right)$.

Proof. Observe that $y_{i, 0}=\left(0, \mu_{i, 0}, w_{i, 0}\right)$, where $\left(\mu_{i, 0}, w_{i, 0}\right) \in \operatorname{Ker}\left(\operatorname{DF}\left(\lambda_{0}, u_{0}\right)\right)$.
$\Phi_{G}\left(x_{0}, \cdot\right)$ is an isomorphism of $X$ onto $Y$, so we have (4.1) and (4.2).
Hence, we obtain (4.5) and (4.6).
There results that the set $\left\{\left(\mu_{1,0}, w_{1,0}\right), \ldots,\left(\mu_{q+m, 0}, w_{q+m, 0}\right)\right\}$ is a linearly independent subset of $\operatorname{Ker}\left(D F\left(\lambda_{0}, u_{0}\right)\right)$. Suppose that $\operatorname{dim} \operatorname{Ker}\left(D F\left(\lambda_{0}, u_{0}\right)\right)$ $>q+m$. So there exists $\left(\mu^{\prime}, w^{\prime}\right) \in \operatorname{Ker}\left(D F\left(\lambda_{0}, u_{0}\right)\right),\left(\mu^{\prime}, w^{\prime}\right) \neq 0$, such that $\left\{\left(\mu_{1,0}, w_{1,0}\right), \ldots,\left(\mu_{q+m, 0}, w_{q+m, 0}\right),\left(\mu^{\prime}, w^{\prime}\right)\right\}$ is a linearly independent subset of $\operatorname{Ker}\left(D F\left(\lambda_{0}, u_{0}\right)\right)$. Hence $\left(0, \mu^{\prime}, w^{\prime}\right) \in \operatorname{Ker}\left(D G\left(x_{0}\right)\right)$, so $\operatorname{dim} \operatorname{Ker}\left(D G\left(x_{0}\right)\right)>$ $q+m$, which contradicts (4.1). It remains that (4.7) and (4.8) are true.

### 4.3. The decompositions of space $Z$.

Lemma 4.7. Under the hypotheses of Theorem 3.5 (ii), the elements $\bar{a}_{1}$, $\ldots, \bar{a}_{q}$ form a linearly independent set and the elements $\bar{b}_{1}, \ldots, \bar{b}_{n}$ form a linearly independent set.

Proof. Suppose that $\bar{a}_{1}, \ldots, \bar{a}_{q}$ form a linearly dependent set, therefore there exists $f^{\prime}=\left(\left(f^{\prime}\right)^{1}, \ldots,\left(f^{\prime}\right)^{q}\right) \in \mathbb{R}^{q}, f^{\prime} \neq 0$ and $\sum_{i=1}^{q}\left(f^{\prime}\right)^{i} \bar{a}_{i}=0$. Then, for an element $(\mu, w) \in \operatorname{Ker}\left(\operatorname{DF}\left(\lambda_{0}, u_{0}\right)\right)$, we have $\left(f^{\prime}, \mu, w\right) \in$ $\operatorname{Ker}\left(D G\left(x_{0}\right)\right)$, with $f^{\prime} \neq 0$. This is a contradiction.

Lemma 4.8. Under the hypotheses of Theorem 3.5 (ii), we have:

$$
\begin{align*}
& Z=Z_{1} \oplus \operatorname{Range}\left(D F\left(\lambda_{0}, u_{0}\right)\right)  \tag{4.13}\\
& Z=Z_{3} \oplus \operatorname{Range}\left(D_{u} F\left(\lambda_{0}, u_{0}\right)\right) \tag{4.14}
\end{align*}
$$

Proof. We have $D G\left(x_{0}\right) y=D F\left(\lambda_{0}, u_{0}\right)(\mu, w)-\sum_{i=1}^{q} g^{i} \bar{a}_{i}$, where $-\sum_{i=1}^{q} g^{i} \bar{a}_{i} \in$ $Z_{1}, g_{i} \in \mathbb{R}, i=1, \ldots, q$. So
$\operatorname{Range}\left(D G\left(x_{0}\right)\right)=\left\{z \in Z ; z=z_{1}+z_{2}, z_{1} \in Z_{1}, z_{2} \in \operatorname{Range}\left(D F\left(\lambda_{0}, u_{0}\right)\right)\right\}$.
Let us prove that

$$
\begin{equation*}
Z_{1} \cap \operatorname{Range}\left(D F\left(\lambda_{0}, u_{0}\right)\right)=\{0\} \tag{4.16}
\end{equation*}
$$

Suppose that (4.16) is not true, so there exists $a \in Z, a \neq 0$, such that $a \in$ $Z_{1}$ and $a \in \operatorname{Range}\left(\operatorname{DF}\left(\lambda_{0}, u_{0}\right)\right)$. So there exits $g=\left(g^{1}, \ldots, g^{q}\right) \in \mathbb{R}^{q}$ and $(\lambda, u) \in \mathbb{R}^{m} \times W$ such that $a=\sum_{i=1}^{q} g^{i} \bar{a}_{i}$ and $a=D F\left(\lambda_{0}, u_{0}\right)(\lambda, u)$. It follows that $\operatorname{DF}\left(\lambda_{0}, u_{0}\right)(\lambda, u)-\sum_{i=1}^{q} g^{i} \bar{a}_{i}=0$, i.e. $(g, \lambda, u) \in \operatorname{Ker}\left(D G\left(x_{0}\right)\right)$. From (4.6), there results that $g=0$, so $a=0$. This contradicts the supposition that $a \neq 0$, hence (4.16).

From (4.15) and (4.16), it follows that

$$
\begin{equation*}
\operatorname{Range}\left(D G\left(x_{0}\right)\right)=Z_{1} \oplus \operatorname{Range}\left(D F\left(\lambda_{0}, u_{0}\right)\right) \tag{4.17}
\end{equation*}
$$

Since $\Phi_{G}\left(x_{0}, \cdot\right)$ is an isomorphism of $X$ onto $Y$, it follows follows that $\operatorname{Range}\left(\Phi_{G}\left(x_{0}, \cdot\right)\right)=Y$, therefore

$$
\begin{equation*}
\operatorname{Range}\left(D G\left(x_{0}\right)\right)=Z \tag{4.18}
\end{equation*}
$$

From (4.18) and (4.17), there results (4.13).

Lemma 4.9. Under the hypotheses of Theorem 3.5 (ii), we have:

> codim $Z_{2}=q, \quad Z_{2}$ is closed in $Z$,
> codim $Z_{4}=n, \quad Z_{4}$ is closed in $Z$.

Proof. From (4.13) and Lemma 4.7, we have $\operatorname{codim} Z_{2}=\operatorname{dim} Z_{1}=q$. We obtain (4.19).

### 4.4. Properties of the Fréchet derivatives and the consequences on the qualitative aspects.

Lemma 4.10. Under the hypotheses of Theorem 3.5 (ii), we have:
(a) $D F\left(\lambda_{0}, u_{0}\right)$ is a Fredholm operator of $\mathbb{R}^{m} \times W$ onto $Z$ with index $m$;
(b) $D_{u} F\left(\lambda_{0}, u_{0}\right)$ is a Fredholm operator of $W$ onto $Z$ with index zero.

Proof. The proof follows from (4.8), (4.19) and (4.12), (4.20).
4.5. The proof of implication (i) $\Rightarrow$ (ii) of Theorem 3.5. From the implications (i) $\Rightarrow$ (ii) and (iii) $\Rightarrow$ (iv) of Lemma 4.1 and from Remark 4.2, we deduce that $x_{0}$ is a solution of (3.4), $\Phi_{G}\left(x_{0}, \cdot\right)$ is an isomorphism of $X$ onto $Y$ and $\Phi_{H}\left(x_{0}, \cdot\right)$ is an isomorphism of $\Delta$ onto $\Sigma$. From (3.8), we have the equations $\Phi_{G}\left(x_{0}, y_{i, 0}\right)-\left[\delta_{i}^{q+m}, 0\right]^{T}=0, \Phi_{H}\left(x_{0}, \mathrm{z}_{k, 0}\right)-\left[\delta_{k}^{n}, 0\right]^{T}=0$. From (3.12), (3.13), (2.3) and (3.6), we deduce $g_{i, 0}=0, e_{k, 0}=0$. The proof is complete by applying Lemma 3.3 .
4.6. The proof of implication (ii) $\Rightarrow$ (i) of Theorem 3.5. The proof follows from the implications (ii) $\Rightarrow$ (i) and (iv) $\Rightarrow$ (iii) of Lemma 4.1 where $x$ is $x_{0}$, from Remark 4.2, from Corollary 4.3 with $x$ is $x_{0}$, from Lemma 4.4 to Lemma 4.10.

## 5. The main result on the existence of a bifurcation problem

5.1. Introduction. We formulate some sufficient conditions for the existence of an equation which has a bifurcation point that satisfies the hypothesis (1.2). We also obtain the existence of a bifurcation problem for which a given problem is a perturbation.

In the sequel, in Sections 5-10, we keep the notations from the preceding sections, but we do not consider the equations they define. Equations (1.1), (2.2) and (3.8), hypothesis (1.2) and Theorem 3.5 will be related to a function $S_{0}$ obtained as a perturbation of $S$. Let us fix these:

Let $W$ and $Z$ be real Banach spaces. They are both infinite-dimensional spaces or they are both finite-dimensional spaces with $\operatorname{dim} W=\operatorname{dim} Z$. Let $m \geq 1, p \geq 2$. Let $F: \mathbb{R}^{m} \times W \rightarrow Z$ be a nonlinear function of class $C^{p}$. Let $q \geq 1, n \geq 1, \bar{a}_{1}, \ldots, \bar{a}_{q}, \bar{b}_{1}, \ldots, \bar{b}_{n} \in Z \backslash\{0\}$. Let us consider $G$, $H$ defined in (2.1), (3.5) and $B \in L\left(X, \mathbb{R}^{q+m}\right), \overline{\mathcal{B}} \in L\left(\Delta, \mathbb{R}^{n}\right)$. Let us take some points $\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime} \in \Gamma$. Let $S$ and $\Phi$ be the functions defined in (3.7), for some $\theta_{0} \in \mathbb{R}^{q+m}$, and (3.10), respectively.

Let us construct the function $S$ from (3.7), assuming the existence of the elements that allow this construction. We seek a function $S_{0}$ of the same
form (3.7) such that the equation $S_{0}(s)=0$ has a solution $s_{0}$ and both $S_{0}$ and $s_{0}$ satisfy the statement (ii) of Theorem 3.5.

We started with the following analysis. For the function $S$ from (3.7), consider a point $\widetilde{s}_{0}$ of the form of $s_{0}$, that is, $\widetilde{f}_{0}=0, \widetilde{g}_{i, 0}=0, \widetilde{e}_{k, 0}=0$. Assume that $D S\left(\widetilde{s}_{0}\right)$ is an isomorphism of $\Gamma$ onto $\Sigma$. Under an additional hypothesis, according to Theorem 3.1 [18, Theorem IV.3.1 [29] and Theorem I.2.1 [14], equation $S(s)=0$ (that is, (3.8)) has a solution $s$ in a neighborhood of $\widetilde{s}_{0}$. We are interested in the case that the solution $s$ is of the form of $s_{0}$ from Theorem 3.5 (ii) (a). Let $\widetilde{\varrho}_{0}=S\left(\widetilde{s}_{0}\right)$. Applying the inverse function theorem, $S$ is a local $C^{p}$-diffeomorphism at $\widetilde{s}_{0}$ from $\widetilde{\mathcal{U}}$ onto $\widetilde{\mathcal{V}}$, where $\widetilde{\mathcal{U}}$ is a neighborhood of $\widetilde{s}_{0}$ and $\widetilde{\mathcal{V}}$ is a neighborhood of $\widetilde{\varrho}_{0}$. Let us take $\Phi$ defined in (3.10). $\Phi(x, \cdot)$ is an isomorphism of $\Gamma$ onto $\Sigma$ for $x$ from some neighborhood of $\widetilde{x}_{0}$. For each $s \in \widetilde{\mathcal{U}}$, we can consider the equation in $\phi^{\prime} \in \Gamma$,

$$
\begin{equation*}
S(s)-\Phi\left(x, \phi^{\prime}\right)=0 . \tag{5.1}
\end{equation*}
$$

Let us consider now this equation for $\left(s, \phi^{\prime}\right) \in \widetilde{\mathcal{U}} \times \Gamma$. Let us observe that the form of the left hand side of (5.1) can be compared, especially the rows that correspond to $\Phi_{G}\left(x, y_{i}\right)$ and $\Phi_{H}\left(x, z_{k}\right)$, with the form of the function $S(s)$ defined in (3.7). We then ask if there exists a solution $\left(s, \phi^{\prime}\right)$ of (5.1) which allows us to find the function $S_{0}$ and the solution $s_{0}$.

We obtain the function $S_{0}$ as a perturbation of $S$. The main result is in Theorem 5.4.

The idea of the proof came when we read the proofs of Theorem 6C. 1 and Theorem 6D.1, from [21]. Here, some mappings $G_{[21]}$ and $g_{[21]}$ are constructed and, under adequate hypotheses, the existence of a solution of the equation $g_{[21]}(x) \in G_{[21]}(x)$ is proved (using the contraction mapping principle for set-valued mappings, Theorem 5E. 2 [21). For the formulation of the results and of the proofs, we also take into account Graves' theorem 5D. 2 21 together with one of its consequences and the techniques from the proofs of Theorem 3.1 [18], Theorem IV.3.1 [29] and Theorem I.2.1 [14].

The analysis of (5.1) and the [21] method mentioned above lead us to the construction of the mappings $\mathcal{G}\left(s, \phi^{\prime}\right)$ and $\mathcal{Q}\left(s, \phi^{\prime}\right)$ from (5.7) and (5.8). The aim of this construction is that equation $\mathcal{Q}\left(s, \phi^{\prime}\right) \in \mathcal{G}\left(s, \phi^{\prime}\right)$ and a solution $\left(\bar{s}, \bar{\phi}^{\prime}\right)$ of this one generate a function $S_{0}$ of the form (3.7) and a solution $s_{0}$, with $f_{0}=0, g_{i, 0}=0, e_{k, 0}=0, i=1, \ldots, q+m, k=1, \ldots, n$, of the equation $S_{0}(s)=0 . S_{0}$ and $s_{0}$ satisfy the statements (a) and (b) of Theorem 3.5 (ii).

We obtain

$$
\begin{equation*}
S\left(s_{0}\right)-\Phi\left(x_{0}, \phi_{0}^{\prime}\right) \ni 0, \tag{5.2}
\end{equation*}
$$

that is, $\left(s_{0}, \phi_{0}^{\prime}\right)$ is a solution of the equation

$$
\begin{equation*}
S(s)-\Phi\left(x, \phi^{\prime}\right) \ni 0 . \tag{5.3}
\end{equation*}
$$

This is equation (5.26). Relation (5.2) allows us to get $S_{0}$ and $s_{0}$. Corollary 5.10 tells us that equation $S_{0}(s)=0$ provides a bifurcation problem $F(\lambda, u)-\varrho=0$ for which the given problem (1.1) is a perturbation.

### 5.2. The definition of the mappings $\mathcal{G}\left(s, \phi^{\prime}\right)$ and $\mathcal{Q}\left(s, \phi^{\prime}\right)$. - The points $\widetilde{s}_{0}$ and $\widetilde{\phi}_{0}^{\prime}$

We denote $\widetilde{s}_{0}=\left(\widetilde{x}_{0}, \widetilde{y}_{i, 0}, \widetilde{z}_{k, 0}\right)$ and $\widetilde{\phi}_{0}^{\prime}=\left(\widetilde{y}_{0}^{\prime}, \widetilde{y}_{i, 0}^{\prime}, \widetilde{z}_{k, 0}^{\prime}\right) \in \Gamma$.
$\widetilde{s}_{0}=\left(\widetilde{x}_{0}, \widetilde{y}_{1,0}, \ldots, \widetilde{y}_{q+m, 0}, \widetilde{\mathrm{z}}_{1,0}, \ldots, \widetilde{\mathrm{z}}_{n, 0}\right), \widetilde{\phi}_{0}^{\prime}=\left(\widetilde{y}_{0}^{\prime}, \widetilde{y}_{1,0}^{\prime}, \ldots, \widetilde{y}_{q+m, 0}^{\prime}, \widetilde{\mathrm{z}}_{1,0}^{\prime}, \ldots, \widetilde{\mathrm{z}}_{n, 0}^{\prime}\right)$.
$\widetilde{x}_{0}=\left(\widetilde{f}_{0}, \widetilde{\lambda}_{0}, \widetilde{u}_{0}\right), \widetilde{y}_{i, 0}=\left(\widetilde{g}_{i, 0}, \widetilde{\mu}_{i, 0}, \widetilde{w}_{i, 0}\right), \widetilde{\mathrm{z}}_{k, 0}=\left(\widetilde{e}_{k, 0}, \widetilde{v}_{k, 0}\right)$,
$\widetilde{y}_{0}^{\prime}=\left(\widetilde{g}_{0}^{\prime}, \widetilde{\mu}_{0}^{\prime}, \widetilde{w}_{0}^{\prime}\right), \widetilde{y}_{i, 0}^{\prime}=\left(\widetilde{g}_{i, 0}^{\prime}, \widetilde{\mu}_{i, 0}^{\prime}, \widetilde{w}_{i, 0}^{\prime}\right), \widetilde{\mathrm{z}}_{k, 0}^{\prime}=\left(\widetilde{e}_{k, 0}^{\prime}, \widetilde{v}_{k, 0}^{\prime}\right)$
and $\widetilde{f}_{0}=0, \widetilde{g}_{i, 0}=0, \widetilde{e}_{k, 0}=0, \widetilde{y}_{0}^{\prime}=0, \widetilde{\phi}_{0}^{\prime}=0, i=1, \ldots, q+m, k=1, \ldots, n$.
Let us take the value $\widetilde{\theta}_{0}=B\left(\widetilde{x}_{0}\right) \in \mathbb{R}^{q+m}$ for $\theta_{0}$ in the definition (3.3) of $\Psi$ and in the definition (3.7) of $S$. Let $\Phi$ be defined by (3.10).

Let us denote
$\xi\left(g^{\prime}, g_{i}^{\prime}, e_{k}^{\prime}\right)=\widetilde{\phi_{0}^{\prime}}+\left(\left(g^{\prime}, 0,0\right),\left(g_{1}^{\prime}, 0,0\right), \ldots,\left(g_{q+m}^{\prime}, 0,0\right),\left(e_{1}^{\prime}, 0,0\right), \ldots,\left(e_{n}^{\prime}, 0,0\right)\right)$, that is, $\xi\left(g^{\prime}, g_{i}^{\prime}, e_{k}^{\prime}\right)$ is $\widetilde{\phi}_{0}^{\prime}$ where $\widetilde{g}_{0}^{\prime}, \widetilde{g}_{i, 0}^{\prime}, \widetilde{e}_{k, 0}^{\prime}$ are replaced by $\widetilde{g}_{0}^{\prime}+g^{\prime}, \widetilde{g}_{i, 0}^{\prime}+g_{i}^{\prime}$, $\widetilde{e}_{k, 0}^{\prime}+e_{k}^{\prime}$ respectively. We have

$$
\Phi\left(x, \xi\left(g^{\prime}, g_{i}^{\prime}, e_{k}^{\prime}\right)\right)=\left[\begin{array}{l}
B\left(g^{\prime}, 0,0\right)  \tag{5.4}\\
-\sum_{\imath=1}^{q}\left(g^{\prime}\right)^{\imath} \bar{a}_{\imath} \\
B\left(g_{i}^{\prime}, 0,0\right) \\
-\sum_{\ell=1}^{q}\left(g_{i}^{\prime}\right)^{\ell} \bar{a}_{\ell} \\
\overline{\mathcal{B}}\left(e_{k}^{\prime}, 0\right) \\
-\sum_{\jmath=1}^{n}\left(e_{k}^{\prime}\right)^{\lrcorner} \bar{b}_{\jmath}
\end{array}\right]
$$

- The mappings $\mathcal{G}$ and $\mathbb{Q}$

Let us fix a real $\alpha, 0<\alpha<1, \alpha \neq \frac{1}{2}$.
Let us define

$$
\begin{gather*}
\mathcal{H}_{S}(s)=S\left(\widetilde{s}_{0}\right)+D S\left(\widetilde{s}_{0}\right)\left(s-\widetilde{s}_{0}\right)  \tag{5.5}\\
\mathcal{H}_{\Phi}\left(x, \phi^{\prime}\right)=\Phi\left(\widetilde{x}_{0}, \widetilde{\phi}_{0}^{\prime}\right)+D \Phi\left(\widetilde{x}_{0}, \widetilde{\phi}_{0}^{\prime}\right)\left(\left(x, \phi^{\prime}\right)-\left(\widetilde{x}_{0}, \widetilde{\phi}_{0}^{\prime}\right)\right) . \tag{5.6}
\end{gather*}
$$

$\mathcal{H}_{S}$ is a strict first-order approximation of $S$ at $\widetilde{s}_{0}$.
$\mathcal{H}_{\Phi}$ is a strict first-order approximation of $\Phi$ at $\left(\widetilde{x}_{0}, \widetilde{\phi}_{0}^{\prime}\right)$.
$\mathcal{G}: \Gamma \times \Gamma \rightarrow \Sigma$,

$$
\begin{align*}
& \mathcal{G}\left(s, \phi^{\prime}\right)=\frac{1}{2} S(s)-\frac{1}{2} \Phi\left(x, \phi^{\prime}\right)+\frac{1}{2} \mathcal{H}_{S}(s)-\frac{1}{2} \mathcal{H}_{\Phi}\left(x, \phi^{\prime}\right)  \tag{5.7}\\
& -(1-\alpha) \Phi\left(\widetilde{x}_{0}, \xi\left(f, g_{i}, e_{k}\right)\right)+(1-\alpha) \Phi\left(\widetilde{x}_{0}, \xi\left(g^{\prime}, g_{i}^{\prime}, e_{k}^{\prime}\right)\right)
\end{align*}
$$

$\mathcal{Q}: \Gamma \times \Gamma \rightarrow \Sigma$,

$$
\begin{align*}
& \mathcal{Q}\left(s, \phi^{\prime}\right)=-\frac{1}{2} S(s)+\frac{1}{2} \Phi\left(x, \phi^{\prime}\right)+\frac{1}{2} \mathcal{H}_{S}(s)-\frac{1}{2} \mathcal{H}_{\Phi}\left(x, \phi^{\prime}\right)  \tag{5.8}\\
& +\alpha \Phi\left(\widetilde{x}_{0}, \xi\left(f, g_{i}, e_{k}\right)\right)-\alpha \Phi\left(\widetilde{x}_{0}, \xi\left(g^{\prime}, g_{i}^{\prime}, e_{k}^{\prime}\right)\right)
\end{align*}
$$

Observe that we have

$$
\begin{align*}
& \Phi\left(x, \xi\left(f, g_{i}, e_{k}\right)\right)-\Phi\left(x, \xi\left(g^{\prime}, g_{i}^{\prime}, e_{k}^{\prime}\right)\right)=\Phi\left(\widetilde{x}_{0}, \xi\left(f, g_{i}, e_{k}\right)\right)-\Phi\left(\widetilde{x}_{0}, \xi\left(g^{\prime}, g_{i}^{\prime}, e_{k}^{\prime}\right)\right) \\
& (5.9) \quad \mathcal{G}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)=S\left(\widetilde{s}_{0}\right), Q\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)=0 \tag{5.9}
\end{align*}
$$

Lemma 5.1. $\mathcal{G}$ is surjective.

Proof. Using (5.7) and (5.16), we have

$$
\mathcal{G}\left(\widetilde{s}_{0}, \phi^{\prime}\right)=S\left(\widetilde{s}_{0}\right)-\Phi\left(\widetilde{x}_{0}, \phi^{\prime}\right)+(1-\alpha) \Phi\left(\widetilde{x}_{0}, \xi\left(g^{\prime}, g_{i}^{\prime}, e_{k}^{\prime}\right)\right) .
$$

From Lemma 3.4, we have that $\Phi\left(\widetilde{x}_{0}, \cdot\right)$ is an isomorphism of $\Gamma$ onto $\Sigma$. Hence $\forall \zeta \in \Sigma, \exists\left(\widetilde{s}_{0}, \phi^{\prime}\right) \in \Gamma \times \Gamma$ such that $\mathcal{G}\left(\widetilde{s}_{0}, \phi^{\prime}\right)=\zeta$ and $\mathcal{G}$ is surjective.

We use the surjectivity of $\mathcal{G}$ in the Proof of Theorem 5.4, Subsection 5.5. We mention that we can skip this condition since we work with set-valued mappings; for details for the methodology, see 21.

- The operator $A=\mathcal{A}$

$$
\begin{equation*}
\mathcal{A}=D \mathcal{G}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right) \tag{5.10}
\end{equation*}
$$

We write $\mathcal{A}(\alpha)$ when it is necessary to consider $\alpha$ as a variable.
$\left(5.11 D \mathcal{G}\left(s, \phi^{\prime}\right)\left(\bar{s}, \bar{\phi}^{\prime}\right)=\frac{1}{2} D S(s) \bar{s}-\frac{1}{2} D \Phi\left(x, \phi^{\prime}\right)\left(\bar{x}, \bar{\phi}^{\prime}\right)-\frac{1}{2} D \Phi\left(\widetilde{x}_{0}, \widetilde{\phi}_{0}^{\prime}\right)\left(\bar{x}, \bar{\phi}^{\prime}\right)\right.$

$$
+\frac{1}{2} D S\left(\widetilde{s}_{0}\right) \bar{s}-(1-\alpha) \Phi\left(\widetilde{x}_{0}, \xi\left(\bar{f}, \bar{g}_{i}, \bar{e}_{k}\right)\right)+(1-\alpha) \Phi\left(\widetilde{x}_{0}, \xi\left(\bar{g}^{\prime}, \bar{g}_{i}^{\prime}, \bar{e}_{k}^{\prime}\right)\right)
$$

$$
\begin{align*}
& \mathcal{A}\left(\bar{s}, \bar{y}^{\prime}\right)=D S\left(\widetilde{s}_{0}\right) \bar{s}-D \Phi\left(\widetilde{x}_{0}, \widetilde{\phi}_{0}^{\prime}\right)\left(\bar{x}, \bar{\phi}^{\prime}\right)  \tag{5.12}\\
& -(1-\alpha) \Phi\left(\widetilde{x}_{0}, \xi\left(\bar{f}, \bar{g}_{i}, \bar{e}_{k}\right)\right)+(1-\alpha) \Phi\left(\widetilde{x}_{0}, \xi\left(\bar{g}^{\prime}, \bar{g}_{i}^{\prime}, \bar{e}_{k}^{\prime}\right)\right)
\end{align*}
$$

where

$$
D S\left(\widetilde{s}_{0}\right) \bar{s}=\left[\begin{array}{l}
B(\bar{x})  \tag{5.13}\\
D G\left(\widetilde{x}_{0}\right) \bar{x} \\
B\left(\bar{y}_{i}\right) \\
D^{2} F\left(\widetilde{\lambda}_{0}, \widetilde{u}_{0}\right)\left(\left(\widetilde{\mu}_{i, 0}, \widetilde{w}_{i, 0}\right),(\bar{\lambda}, \bar{u})\right)+D G\left(\widetilde{x}_{0}\right) \bar{y}_{i} \\
\overline{\mathcal{B}}\left(\bar{z}_{k}\right) \\
D_{(\lambda, u)}\left(D_{u} F\left(\widetilde{\lambda}_{0}, \widetilde{u}_{0}\right) \widetilde{v}_{k, 0}\right)(\bar{\lambda}, \bar{u})+H\left(\widetilde{\lambda}_{0}, \widetilde{u}_{0}, \bar{z}_{k}\right)
\end{array}\right],
$$

and

$$
D \Phi\left(\widetilde{x}_{0}, \widetilde{\phi}_{0}^{\prime}\right)\left(\bar{x}, \bar{\phi}^{\prime}\right)=\left[\begin{array}{l}
B\left(\bar{y}^{\prime}\right)  \tag{5.14}\\
D^{2} F\left(\widetilde{\lambda}_{0}, \widetilde{u}_{0}\right)\left(\left(\widetilde{\mu}_{0}^{\prime}, \widetilde{w}_{0}^{\prime}\right),(\bar{\lambda}, \bar{u})\right)+D G\left(\widetilde{x}_{0}\right) \bar{y}^{\prime} \\
B\left(\bar{y}_{i}^{\prime}\right) \\
D^{2} F\left(\widetilde{\lambda}_{0}, \widetilde{u}_{0}\right)\left(\left(\widetilde{\mu}_{i, 0}^{\prime}, \widetilde{w}_{i, 0}^{\prime}\right),(\bar{\lambda}, \bar{u})\right)+D G\left(\widetilde{x}_{0}\right) \bar{y}_{i}^{\prime} \\
\overline{\mathcal{B}}\left(\bar{z}_{k}^{\prime}\right) \\
D_{(\lambda, u)}\left(D_{u} F\left(\widetilde{\lambda}_{0}, \widetilde{u}_{0}\right) \widetilde{v}_{k, 0}^{\prime}\right)(\bar{\lambda}, \bar{u})+H\left(\widetilde{\lambda}_{0}, \widetilde{u}_{0}, \overline{\mathrm{z}}_{k}^{\prime}\right)
\end{array}\right],
$$

for all $i=1, \ldots, q+m, k=1, \ldots, n$. We have $D^{2} F\left(\widetilde{\lambda}_{0}, \widetilde{u}_{0}\right)\left(\left(\widetilde{\mu}_{0}^{\prime}, \widetilde{w}_{0}^{\prime}\right),(\bar{\lambda}, \bar{u})\right)=$ $0, D^{2} F\left(\widetilde{\lambda}_{0}, \widetilde{u}_{0}\right)\left(\left(\widetilde{\mu}_{i, 0}^{\prime}, \widetilde{w}_{i, 0}^{\prime}\right),(\bar{\lambda}, \bar{u})\right)=0, D_{(\lambda, u)}\left(D_{u} F\left(\widetilde{\lambda}_{0}, \widetilde{u}_{0}\right) \widetilde{v}_{k, 0}^{\prime}\right)(\bar{\lambda}, \bar{u})=0$.

- Condition $A=\mathcal{A}$ is surjective By fixing $\bar{y}^{\prime}$, the condition is verified immediately.
- The definitions of $\operatorname{reg} \mathcal{A}, \kappa$ and $\gamma$
$\operatorname{reg} \mathcal{A}$ is defined as in (2.7). We take $\kappa=\operatorname{reg} \mathcal{A}$. Define $\gamma_{\Psi}=\widetilde{\gamma}\left(\Psi, \widetilde{x}_{0}, X, Y\right)$, $\gamma=\gamma_{S}=\widetilde{\gamma}\left(S, \widetilde{s}_{0}, \Gamma, \Sigma\right), \gamma_{S_{0}}=\widetilde{\gamma}\left(S_{0}, \widetilde{s}_{0}, \Gamma, \Sigma\right)$, where we use (2.11). Observe that $\gamma$ do not depend on $\alpha$.


## Lemma 5.2.

$$
\begin{equation*}
\kappa \leq \gamma . \tag{5.15}
\end{equation*}
$$

Proof. We have $\widetilde{\phi}_{0}^{\prime}=0$. (5.14) gives

$$
\begin{equation*}
\Phi\left(\widetilde{x}_{0}, \bar{\phi}^{\prime}\right)=D \Phi\left(\widetilde{x}_{0}, \widetilde{\phi}_{0}^{\prime}\right)\left(\bar{x}, \bar{\phi}^{\prime}\right), \tag{5.16}
\end{equation*}
$$

and we replace $D \Phi\left(\widetilde{x}_{0}, \widetilde{\phi}_{0}^{\prime}\right)\left(\bar{x}, \bar{\phi}^{\prime}\right)$ by $\Phi\left(\widetilde{x}_{0}, \bar{\phi}^{\prime}\right)$ in the expression (5.12) of $\mathcal{A}$.
We denote

$$
\begin{align*}
D S_{\alpha}\left(\widetilde{s}_{0}\right) \bar{s} & =D S\left(\widetilde{s}_{0}\right) \bar{s}-(1-\alpha) \Phi\left(\widetilde{x}_{0}, \xi\left(\bar{f}, \bar{g}_{i}, \bar{e}_{k}\right)\right),  \tag{5.17}\\
\Phi_{\alpha}\left(\widetilde{x}_{0}, \bar{\phi}^{\prime}\right) & =\Phi\left(\widetilde{x}_{0}, \bar{\phi}^{\prime}\right)-(1-\alpha) \Phi\left(\widetilde{x}_{0}, \xi\left(\bar{g}^{\prime}, \bar{g}_{i}^{\prime},,_{k}^{\prime}\right)\right) \tag{5.18}
\end{align*}
$$

Hence

$$
\begin{equation*}
\mathcal{A}\left(\bar{s}, \bar{y}^{\prime}\right)=D S_{\alpha}\left(\widetilde{s}_{0}\right) \bar{s}-\Phi_{\alpha}\left(\widetilde{x}_{0}, \bar{\phi}^{\prime}\right) . \tag{5.19}
\end{equation*}
$$

For $y \in \Sigma$, we have the sets $\varepsilon_{y}, \varepsilon_{y}^{0}$ such that
$\mathcal{E}_{y}=\mathcal{A}^{-1}(y)=\left(D S_{\alpha}\left(\widetilde{s}_{0}\right)-\Phi_{\alpha}\left(\widetilde{x}_{0}, \cdot\right)\right)^{-1}(y)=\left\{\left(\bar{s}, \bar{\phi}^{\prime}\right) \mid D S_{\alpha}\left(\widetilde{s}_{0}\right) \bar{s}-\Phi_{\alpha}\left(\widetilde{x}_{0}, \bar{\phi}^{\prime}\right)=\right.$
$y\} \supseteq\left\{\left(\bar{s}, \bar{\phi}^{\prime}\right) \mid D S_{\alpha}\left(\widetilde{s}_{0}\right) \bar{s}=y, \bar{\phi}^{\prime}=0\right\}=\left\{\left(\bar{s}, \bar{\phi}^{\prime}\right) \mid \bar{s}=D S_{\alpha}\left(\widetilde{s}_{0}\right)^{-1}(y), \bar{\phi}^{\prime}=0\right\}$
$=\varepsilon_{y}^{0}$.

$$
\begin{gather*}
\operatorname{reg} \mathcal{A}=\sup _{\|y\| \leq 1} d\left(0, \mathcal{A}^{-1}(y)\right)=\sup _{\|y\| \leq 1} d\left(0, \varepsilon_{y}\right)  \tag{5.20}\\
\leq \sup _{\|y\| \leq 1} d\left(0, \varepsilon_{y}^{0}\right)=\sup _{\|y\| \leq 1} d\left(0,\left\{\bar{s} \mid \bar{s}=D S_{\alpha}\left(\widetilde{s}_{0}\right)^{-1}(y)\right\}\right) \\
=\sup _{\|y\| \leq 1}\left\|D S_{\alpha}\left(\widetilde{s}_{0}\right)^{-1}(y)\right\|=\left\|D S\left(\widetilde{s}_{0}\right)^{-1}\right\|_{L(\Sigma, \Gamma)}
\end{gather*}
$$

- The definition of $\mu=L(\varepsilon)$

We denote $\widetilde{\mathcal{G}}_{3}\left(s, \phi^{\prime}\right)=\frac{1}{2} S(s)-\frac{1}{2} \Phi\left(x, \phi^{\prime}\right)$.

$$
\begin{aligned}
& D \widetilde{\mathcal{G}}_{3}\left(s, \phi^{\prime}\right)\left(\bar{s}, \bar{\phi}^{\prime}\right)=\frac{1}{2} D S(s) \bar{s}-\frac{1}{2} D \Phi\left(x, \phi^{\prime}\right)\left(\bar{x}, \bar{\phi}^{\prime}\right) \\
& \psi_{1}\left(\left(s, \phi^{\prime}\right),\left(\bar{s}, \bar{\phi}^{\prime}\right)\right) \\
& == \\
& \left\|\widetilde{\mathcal{G}}_{3}\left(s, \phi^{\prime}\right)-\widetilde{\mathcal{G}}_{3}\left(\bar{s}, \bar{\phi}^{\prime}\right)-D \widetilde{\mathcal{G}}_{3}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)\left(\left(s, \phi^{\prime}\right)-\left(\bar{s}, \bar{\phi}^{\prime}\right)\right)\right\| \\
& ==\int_{0}^{1}\left[D \widetilde{\mathcal{G}}_{3}\left(\left(\bar{s}, \bar{\phi}^{\prime}\right)+t\left(\left(s, \phi^{\prime}\right)-\left(\bar{s}, \bar{\phi}^{\prime}\right)\right)\right)-D \widetilde{\mathcal{G}}_{3}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)\right] \cdot\left(\left(s, \phi^{\prime}\right)-\left(\bar{s}, \bar{\phi}^{\prime}\right)\right) d t \|,
\end{aligned}
$$

where we use some standard techniques from [14, 18, 29, 49].

$$
\psi_{2}\left(\left(s, \phi^{\prime}\right),\left(\bar{s}, \bar{\phi}^{\prime}\right)\right)=
$$

$$
\sum_{l=1}^{q}\left|f^{\imath}-\bar{f}^{\imath}\right|\left\|\bar{a}_{\imath}\right\|+\sum_{i=1}^{q+m} \sum_{\ell=1}^{q}\left|g_{i}^{\ell}-\bar{g}_{i}^{\ell}\right|\left\|\bar{a}_{\ell}\right\|+\sum_{k=1}^{n} \sum_{\jmath=1}^{n}\left|e_{k}^{\jmath}-\bar{e}_{k}^{\jmath}\right|\left\|\bar{b}_{j}\right\|
$$

$$
+\sum_{l=1}^{q}\left|\left(g^{\prime}\right)^{2}-\left(\bar{g}^{\prime}\right)^{\ell}\right|\left\|\bar{a}_{\imath}\right\|+\sum_{i=1}^{q+m} \sum_{\ell=1}^{q}\left|\left(g_{i}^{\prime}\right)^{\ell}-\left(\bar{g}_{i}^{\prime}\right)^{\ell}\right|\left\|\bar{a}_{\ell}\right\|+\sum_{k=1}^{n} \sum_{\jmath=1}^{n} \mid\left(e_{k}^{\prime}\right)^{\jmath}-
$$

$\left(\bar{e}_{k}^{\prime}\right)^{\jmath}\| \| \bar{b}_{j} \|$.
Take $\mu=L(\varepsilon)=\widetilde{L}\left(\mathcal{G},\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right),\left(s, \phi^{\prime}\right), \varepsilon, \Gamma \times \Gamma, \Sigma\right)$, where we use (2.12).
We obtain $\mu=L(\varepsilon)=\widetilde{L}\left(\widetilde{\mathcal{G}}_{3},\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right),\left(s, \phi^{\prime}\right), \varepsilon, \Gamma \times \Gamma, \Sigma\right)$.
Define $L_{\Psi}(\varepsilon)=\widetilde{L}\left(\Psi, \widetilde{x}_{0}, x, \varepsilon, X, Y\right), L_{S}(\varepsilon)=\widetilde{L}\left(S, \widetilde{s}_{0}, s, \varepsilon, \Gamma, \Sigma\right)$ and $L_{S_{0}}(\varepsilon)$
$=\widetilde{L}\left(S_{0}, \widetilde{s}_{0}, s, \varepsilon, \Gamma, \Sigma\right)$. We have

$$
\begin{equation*}
L_{S}(\varepsilon)=\sup _{\left(s, \phi^{\prime} \in \mathbb{B}_{\varepsilon}\left({\widetilde{s_{0}},}^{\phi_{0}^{\prime}}\right), \phi^{\prime}=0\right.}\left\|D S\left(\widetilde{s}_{0}\right)-D S(s)\right\|_{L(\Gamma, \Sigma)} \tag{5.21}
\end{equation*}
$$

## Lemma 5.3.

$$
\begin{equation*}
\frac{1}{2} L_{S}(\varepsilon) \leq L(\varepsilon) \tag{5.22}
\end{equation*}
$$

Proof. See Appendix A. Let us use (A.1). We have $\widetilde{\phi}_{0}^{\prime}=0$. Take $\phi^{\prime}=0$. We have

$$
\begin{gathered}
\quad \frac{1}{2}\left\|D S\left(\widetilde{s}_{0}\right)-D S(s)\right\| \\
=\sup _{\left\|\left(\bar{s}, \bar{\phi}^{\prime}\right)\right\| \leq 1, \bar{\phi}^{\prime}=0}\left\|D \mathcal{G}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)\left(\bar{s}, \bar{\phi}^{\prime}\right)-D \mathcal{G}(s, 0)\left(\bar{s}, \bar{\phi}^{\prime}\right)\right\| \\
\leq \sup _{\left\|\left(\bar{s}^{\prime}\right)\right\| \leq 1}\left\|D \mathcal{G}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)\left(\bar{s}, \bar{\phi}^{\prime}\right)-D \mathcal{G}(s, 0)\left(\bar{s}, \bar{\phi}^{\prime}\right)\right\| \\
=\left\|D \mathcal{G}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)-D \mathcal{G}(s, 0)\right\| \\
\frac{1}{2} L_{S}(\varepsilon) \leq \sup _{\left(s, \phi^{\prime}\right) \in \mathbb{B}_{\varepsilon}\left(\widetilde{s_{0}}, \widetilde{\phi}_{0}^{\prime}\right), \phi^{\prime}=0}\left\|D \mathcal{G}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)-D \mathcal{G}(s, 0)\right\|_{L(\Gamma \times \Gamma, \Sigma)} \\
\leq \sup _{\left(s, \phi^{\prime}\right) \in \mathbb{B}_{\varepsilon}\left(\widetilde{s_{0}}, \widetilde{\phi}_{0}^{\prime}\right)}\left\|D \mathcal{G}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)-D \mathcal{G}\left(s, \phi^{\prime}\right)\right\|_{L(\Gamma \times \Gamma, \Sigma)}=\mu=L(\varepsilon) .
\end{gathered}
$$

### 5.3. The theorem on the existence of a bifurcation problem.

Theorem 5.4. Let $W$ and $Z$ be real Banach spaces. They are both infinitedimensional spaces or they are both finite-dimensional spaces with dim $W$ $=\operatorname{dim} Z$. Let $m \geq 1, p \geq 2$. Let $F: \mathbb{R}^{m} \times W \rightarrow Z$ be a nonlinear function of class $C^{p}$. Let $q \geq 1, n \geq 1, \bar{a}_{1}, \ldots, \bar{a}_{q}, \bar{b}_{1}, \ldots, \bar{b}_{n} \in Z \backslash\{0\}$. Let us consider $G, H$ defined in (2.1), (3.5) and $B \in L\left(X, \mathbb{R}^{q+m}\right)$, $\overline{\mathcal{B}} \in$ $L\left(\Delta, \mathbb{R}^{n}\right)$. Let us take the points $\widetilde{s}_{0}$ and $\widetilde{\phi}_{0}^{\prime}$ introduced above. Let $S$ and $\Phi$ be the functions defined in (3.7), where $\theta_{0}$ is replaced by $\widetilde{\theta}_{0}=B\left(\widetilde{x}_{0}\right)$, and (3.10), respectively. Let us consider the above definitions (5.7) and (5.8) of $\mathcal{G}$ and $\mathbb{Q}$ and the related entities.

Assume that for some $\varepsilon$ and $\alpha, \varepsilon>0$ and $0<\alpha<1, \alpha \neq \frac{1}{2}, \alpha$ arbitrarily small, we have

$$
\begin{equation*}
2 \kappa L(\varepsilon)+2 \kappa \alpha \widehat{a}<1 \tag{5.23}
\end{equation*}
$$

where $\kappa \geq \operatorname{reg} \mathcal{A}$ and $\widehat{a}=\max \left\{\left\|\bar{a}_{1}\right\|, \ldots,\left\|\bar{a}_{q}\right\|,\left\|\bar{b}_{1}\right\|, \ldots,\left\|\bar{b}_{n}\right\|\right\}$.
Let $c=\kappa^{-1}-L(\varepsilon)$ and $M>\left\|D \mathcal{G}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)\right\|_{L(\Gamma \times \Gamma, \Sigma)}$.
Then, there exist positive constants $a^{*}$ and $b^{*}=c a^{*}$ such that

$$
\begin{equation*}
d\left(\left(s, \phi^{\prime}\right), \mathcal{G}^{-1}(\zeta)\right) \leq \frac{\kappa}{1-\kappa \mu}\left\|\zeta-\mathcal{G}\left(s, \phi^{\prime}\right)\right\| \tag{5.24}
\end{equation*}
$$

for $\left(\left(s, \phi^{\prime}\right), \zeta\right) \in \mathbb{B}_{a^{*}}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right) \times \mathbb{B}_{b^{*}}\left(\mathcal{G}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)\right)$.

$$
\text { Let } \delta=\left\|\mathcal{G}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)\right\|_{\Sigma}=\left\|S\left(\widetilde{s}_{0}\right)\right\|_{\Sigma} . \text { Assume }
$$

$$
\begin{equation*}
\delta<\frac{1}{2} c a^{*} \tag{5.25}
\end{equation*}
$$

Assume that $D \Psi\left(\widetilde{x}_{0}\right)$ is an isomorphism of $X$ onto $Y$ and $D S\left(\widetilde{s}_{0}\right)$ is an isomorphism of $\Gamma$ onto $\Sigma$.

Then, there exists a solution $\left(\hat{s}_{0}, \hat{\phi}_{0}^{\prime}\right) \in \mathbb{B}_{a^{*}}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)$ of the equation

$$
\begin{equation*}
S(s)-\Phi\left(x, \phi^{\prime}\right) \ni 0 \tag{5.26}
\end{equation*}
$$

where $\hat{s}_{0}=\left(\hat{x}_{0}, \hat{y}_{1,0}, \ldots, \hat{y}_{q+m, 0}, \hat{z}_{1,0}, \ldots, \hat{\mathrm{z}}_{n, 0}\right)$,
$\hat{x}_{0}=\left(\hat{f}_{0}, \hat{\lambda}_{0}, \hat{u}_{0}\right), \hat{y}_{i, 0}=\left(\hat{g}_{i, 0}, \hat{\mu}_{i, 0}, \hat{w}_{i, 0}\right), \hat{\mathrm{z}}_{k, 0}=\left(\hat{e}_{k, 0}, \hat{v}_{k, 0}\right)$,
$\hat{f}_{0}=0, \hat{g}_{i, 0}=0, \hat{e}_{k, 0}=0, i=1, \ldots, q+m, k=1, \ldots, n$.
$\hat{\phi}_{0}^{\prime}=\left(\hat{y}_{0}^{\prime}, \hat{y}_{1,0}^{\prime}, \ldots, \hat{y}_{q+m, 0}^{\prime}, \hat{\mathrm{z}}_{1,0}^{\prime}, \ldots, \hat{\mathrm{z}}_{n, 0}^{\prime}\right)$,
$\hat{y}_{0}^{\prime}=\left(\hat{g}_{0}^{\prime}, \hat{\mu}_{0}^{\prime}, \hat{w}_{0}^{\prime}\right), \hat{y}_{i, 0}^{\prime}=\left(\hat{g}_{i, 0}^{\prime}, \hat{\mu}_{i, 0}^{\prime}, \hat{w}_{i, 0}^{\prime}\right), \hat{\mathbf{z}}_{k, 0}^{\prime}=\left(\hat{e}_{k, 0}^{\prime}, \hat{v}_{k, 0}^{\prime}\right)$
and $\hat{g}_{0}^{\prime}=0, \hat{g}_{i, 0}^{\prime}=0, \hat{e}_{k, 0}^{\prime}=0, i=1, \ldots, q+m, k=1, \ldots, n$.
Let $s_{0}=\left(x_{0}, y_{1,0}, \ldots, y_{q+m, 0}, \mathrm{z}_{1,0}, \ldots, \mathrm{z}_{n, 0}\right)$ with $\left(f_{0}, \lambda_{0}, u_{0}\right)=x_{0}=\hat{x}_{0}$,
$y_{i, 0}=\hat{y}_{i, 0}-\hat{y}_{i, 0}^{\prime}, \mathrm{z}_{k, 0}=\hat{\mathrm{z}}_{k, 0}-\hat{\mathrm{z}}_{k, 0}^{\prime}$ and $i=1, \ldots, q+m, k=1, \ldots, n . s_{0} \in$ $\mathbb{B}_{a^{*}}\left(\widetilde{s}_{0}\right)$.

Let us fix $\hat{x}_{0}$ and $\hat{y}_{0}^{\prime}$ (whose existence is demonstrated) in $\Phi_{G}\left(x, y^{\prime}\right)$ from the first line of $\Phi\left(x, \phi^{\prime}\right)$ in (5.26). Let us take $\theta_{0}=\widetilde{\theta}_{0}+B\left(\hat{y}_{0}^{\prime}\right)$ and $\varrho=$ $D F\left(\hat{\lambda}_{0}, \hat{u}_{0}\right)\left(\hat{\mu}_{0}^{\prime}, \hat{w}_{0}^{\prime}\right)$ and consider them as constants. Let us denote by $S_{0}$ the function $S$ from (3.7) formulated for this $\theta_{0}$ and for $F(\lambda, u)-\varrho$ instead of $F(\lambda, u)$.

Then, $s_{0}$ is the solution of the equation

$$
\begin{equation*}
S_{0}(s)=0 \tag{5.27}
\end{equation*}
$$

Equation (5.27) is of the form of equation (3.8).
Then, the component $\left(\lambda_{0}, u_{0}\right)$ of $s_{0}$ is a solution of the equation

$$
\begin{equation*}
F(\lambda, u)-\varrho=0 \tag{5.28}
\end{equation*}
$$

$\left(\lambda_{0}, u_{0}\right) \in \mathbb{B}_{a^{*}}\left(\widetilde{\lambda}_{0}, \widetilde{u}_{0}\right)$.
Let us replace $\kappa$ by $\gamma$ in (5.23) and, instead of (5.23), consider

$$
\begin{equation*}
2 \gamma L(\varepsilon)+2 \kappa \alpha \widehat{a}<1 \tag{5.29}
\end{equation*}
$$

Then, $s_{0}$ is the unique solution of the equation (5.27) in $\mathbb{B}_{a}\left(\widetilde{s}_{0}\right)$ for every $a \geq a^{*}$ that satisfies $\gamma L_{S}(a)<1$. The system (5.27) and its solution $s_{0}$ verify the assertions (a) and (b) of the statement (ii) of Theorem 3.5.

Then, the component $\left(\lambda_{0}, u_{0}\right)$ of $s_{0}$ is the unique solution of the equation (5.28) that satisfies hypothesis (1.2) and the rest of the hypotheses of the statement (i) of Theorem 3.5 in $\mathbb{B}_{a}\left(\widetilde{\lambda}_{0}, \widetilde{u}_{0}\right)$ for every $a \geq a^{*}$ that satisfies $\gamma L_{S}(a)<1$. The solution $\left(\lambda_{0}, u_{0}\right)$ is a bifurcation point of problem (5.28).

We have

$$
\begin{gather*}
\|\varrho\| \leq \frac{a^{*}}{2 \gamma}+\left\|S\left(\widetilde{s}_{0}\right)\right\|<\left(\frac{1}{\gamma}-\frac{1}{2} L(\varepsilon)\right) a^{*}  \tag{5.30}\\
\|\varrho\| \leq\left(\left\|D F\left(\widetilde{\lambda}_{0}, \widetilde{u}_{0}\right)\right\|+L_{F}\left(a^{*}\right)\right) a^{*}  \tag{5.31}\\
\left\|s_{0}-r\right\|_{\Gamma} \leq\left[\gamma /\left(1-\gamma L_{S}(a)\right] \cdot\left\|S_{0}(r)\right\|_{\Sigma}, \forall r \in \mathbb{B}_{a}\left(\widetilde{s}_{0}\right)\right. \tag{5.32}
\end{gather*}
$$

The proof of Theorem 5.4 is given after some remarks.
The following conditions (5.33) and (5.34) do not depend on $\alpha$.
Corollary 5.5. (i) Let $\alpha_{0}$ be an arbitrarily fixed positive number, $0<\alpha_{0}<$ 0.1. Let us take

$$
\kappa=\sup _{0<\alpha \leq \alpha_{0}} \operatorname{reg} \mathcal{A}(\alpha), M>\sup _{0<\alpha \leq \alpha_{0}}\left\|D \mathcal{G}\left(\widetilde{s}_{0}, \widetilde{y}_{0}^{\prime}\right)\right\|=\sup _{0<\alpha \leq \alpha_{0}}\|\mathcal{A}(\alpha)\|
$$

Instead of (5.23), we can assume that for some $\varepsilon, \varepsilon>0$, we have

$$
\begin{equation*}
2 \kappa L(\varepsilon)<1 \tag{5.33}
\end{equation*}
$$

(ii) Instead of (5.23), we can assume that for some $\varepsilon, \varepsilon>0$, we have

$$
\begin{equation*}
2 \gamma L(\varepsilon)<1 \tag{5.34}
\end{equation*}
$$

Proof. Let us observe that $L(\varepsilon)$ do not depend on $\alpha$. We have (5.33). There exists $0<\alpha<\alpha_{0}\left(0<\alpha<1, \alpha \neq \frac{1}{2}\right)$, such that (5.23) holds.
5.4. Preliminaries related to the metric regularity property. We now formulate some estimates of the radii of some balls included in the neighborhoods $U$ and $V$ from Corollary 2.5 related to the metric regularity property of the function $f$ at $\bar{x}$ for $\bar{y}$.

Lemma 5.6. Let us retain the hypotheses of Graves' theorem 2.4.
Let $\widetilde{a}$ be such that $0<\widetilde{a}<\varepsilon$ and $\operatorname{int} \mathbb{B}_{\widetilde{a}}(\bar{x})$ is the maximal (for the inclusion) open ball, with center $\bar{x}$ and radius $\widetilde{a}$, contained in $U$.

Let a be fixed close to $\widetilde{a}, 0<a<\widetilde{a}$.
Let us fix $b, 0<b \leq c \tau$.
Let us take $a^{*}=\min \left\{a, \frac{b}{c}\right\}$ and $b^{*}=c a^{*}$. We denote $U^{*}=\mathbb{B}_{a^{*}}(\bar{x})$, $V^{*}$ $=\mathbb{B}_{b^{*}}(f(\bar{x}))$.

The relation (2.9) holds for all $(x, y) \in U^{*} \times V^{*}$.
Proof. From the definition of $U$, we deduce that $U \subset \mathbb{B}_{\varepsilon}(\bar{x})$, so $0<\widetilde{a}<\varepsilon$.
From the definition of $V$, there results that we can choose $V$ of the form $\mathbb{B}_{c \tau}(f(\bar{x}))$, int $\mathbb{B}_{c \tau}(f(\bar{x}))$ or $\mathbb{B}_{b}(f(\bar{x}))$, with $0<b<c \tau$.

The value $\frac{b}{c}$ is taken related to the conclusion of Graves' theorem (Theorem (2.4), to the relation (2.10) in Theorem 2.6 and to linear openess ([21).

For any $U^{*}$ and $V^{*}$ such that $U^{*} \subseteq U, V^{*} \subseteq V$, we have (2.9) for $(x, y)$ $\in U^{*} \times V^{*}$.

Consider $L(\varepsilon)$ as in [14, 18, 29] but with another radius.
Lemma 5.7. Let us retain the hypotheses of Graves' theorem 2.4. Take $\mu$ $=L(\varepsilon)=\widetilde{L}(f, \bar{x}, x, \varepsilon, X, Y)$ (where we use (2.12)). Let $M>\|D f(\bar{x})\|$. Let us consider the neighborhoods $U$ and $V$ from Corollary 2.5.
(i) Relation (2.9) is satisfied for any $(x, y) \in \mathbb{B}_{a}(\bar{x}) \times V$, where $\mathbb{B}_{a}(\bar{x}) \subset$ $U$ and $V \supseteq \mathbb{B}_{b}(\bar{y})$, with $a \geq a^{*}>a_{h}^{*}$ and $b \geq b^{*}>b_{h}^{*} .0<a<\varepsilon . \tau, a^{*}$, $b^{*}$ are given by

$$
\begin{equation*}
\tau<\frac{L(\varepsilon)+M}{L(\varepsilon)+M+c} \cdot \varepsilon \tag{5.35}
\end{equation*}
$$

(We can impose even $\leq$ because of the increase with M.)

$$
\begin{gather*}
a_{U}^{*}=\frac{c \tau}{L(\varepsilon)+M}, \quad b_{V}^{*}=c \tau  \tag{5.36}\\
a^{*}=\min \left\{a_{U}^{*}, \frac{b_{V}^{*}}{c}\right\}, \quad b^{*}=c a^{*} \tag{5.37}
\end{gather*}
$$

(ii) Assume that $2 \kappa L(\varepsilon)<1$. Relation (2.9) holds for any $(x, y) \in$ $\mathbb{B}_{a_{h}^{*}}(\bar{x}) \times V$, where $\mathbb{B}_{a_{h}^{*}}(\bar{x}) \subset U$ and $V=\mathbb{B}_{b_{h}^{*}}(\bar{y}) . \tau, a_{h}^{*}, b_{h}^{*}$ are given by

$$
\begin{gather*}
\tau<\frac{1+2 \kappa M}{2+2 \kappa M} \cdot \varepsilon  \tag{5.38}\\
a_{U}^{*}=\frac{\tau}{1+2 \kappa M}, \quad b_{V}^{*}=\frac{\tau}{2 \kappa}<c \tau  \tag{5.39}\\
a_{h}^{*}=\min \left\{a_{U}^{*}, \kappa b_{V}^{*}\right\}, \quad b_{h}^{*}=c a_{h}^{*} \tag{5.40}
\end{gather*}
$$

Proof. Proof of (i)
We consider $b_{V}^{*}$ from (5.36) and $V=\mathbb{B}_{b_{V}^{*}}(\bar{y})$. We seek $a_{U}^{*}$ such that
$\|f(x)-f(\bar{x})\| \leq\|f(x)-f(\bar{x})-D f(\bar{x})(x-\bar{x})\|+\|D f(\bar{x})(x-\bar{x})\| \leq$ $L(\varepsilon)\|x-\bar{x}\|+\|D f(\bar{x})\|\|x-\bar{x}\| \leq(L(\varepsilon)+\|D f(\bar{x})\|) a_{U}^{*} \leq(L(\varepsilon)+M) a_{U}^{*}$ and we impose the condition for $a_{U}^{*}$

$$
\begin{equation*}
(L(\varepsilon)+M) a_{U}^{*} \leq c \tau \tag{5.41}
\end{equation*}
$$

We take $a_{U}^{*}$ from (5.36). We have $\mathbb{B}_{a_{U}^{*}}(\bar{x}) \subset U$.
We must verify the condition $\mathbb{B}_{\tau}(x) \subset \mathbb{B}_{\varepsilon}(\bar{x})$ for all $x \in U$.
If $U=\mathbb{B}_{a_{U}^{*}}(\bar{x})$, we have: let $x^{\prime} \in \mathbb{B}_{\tau}(x)$. $\left\|x^{\prime}-\bar{x}\right\| \leq\left\|x^{\prime}-x\right\|+\|x-\bar{x}\|$
$\leq \tau+a_{U}^{*}=\tau+\frac{c \tau}{L(\varepsilon)+M}<\varepsilon$. So the condition (5.35) for $\tau$.
Instead of $a_{U}^{*}$ and $\mathbb{B}_{a_{U}^{*}}(\bar{x})$, let us consider the value $\frac{b_{V}^{*}}{c}$ and $\frac{\mathbb{B}_{\frac{b_{V}^{*}}{c}}}{}(\bar{x})$ related to the conclusion of Graves' theorem (Theorem (2.4), to the relation (2.10) in Theorem 2.6 and to linear openess ([21]).

We take $a^{*}$ from (5.37). We have $\mathbb{B}_{a^{*}}(\bar{x}) \subset U$.
If $a^{*}=\frac{b_{V}^{*}}{c}$, it is not necessary to modify $\tau$ from (5.35).
From the definition of $U$, we deduce that $U \subset \mathbb{B}_{\varepsilon}(\bar{x})$, so $0<a^{*}<\varepsilon$.
Linear openness gives us $\mathbb{B}_{b^{*}}(\bar{y})=\left[f(\bar{x})+c a^{*} i n t \mathbb{B}\right] \cap V$ (see also Theorem (2.6). Hence (5.37) for $b^{*}$.

## Proof of (ii)

We have $2 \kappa L(\varepsilon)<1$, so

$$
\begin{equation*}
c=\frac{1-\kappa L(\varepsilon)}{\kappa}>\frac{1-\frac{1}{2}}{\kappa}=\frac{1}{2 \kappa} . \tag{5.42}
\end{equation*}
$$

or $\frac{1}{c}<2 \kappa$. We also have $\kappa<\frac{1}{c}$ ([21]).
We also consider the following estimates:
Using (5.36), we take $b_{V}^{*}$ from (5.39). We take $V=\mathbb{B}_{b_{V}^{*}}(\bar{y})$.
The relation (5.41) gives
$\|f(x)-f(\bar{x})\| \leq\|f(x)-f(\bar{x})-D f(\bar{x})(x-\bar{x})\|+\|D f(\bar{x})(x-\bar{x})\| \leq$
$L(\varepsilon)\|x-\bar{x}\|+\|D f(\bar{x})\|\|x-\bar{x}\| \leq(L(\varepsilon)+\|D f(\bar{x})\|) a_{U}^{*} \leq(L(\varepsilon)+M) a_{U}^{*}$ and we impose the condition for $a_{U}^{*}$

$$
\begin{equation*}
(L(\varepsilon)+M) a_{U}^{*}<\left(\frac{1}{2 \kappa}+M\right) a_{U}^{*} \leq \frac{\tau}{2 \kappa}<c \tau \tag{5.43}
\end{equation*}
$$

We take $a_{U}^{*}$ from (5.39). We have $\mathbb{B}_{a_{U}^{*}}(\bar{x}) \subset U$.
If $U=\mathbb{B}_{a_{U}^{*}}(\bar{x})$, we have: using (5.39), we obtain $\tau$ from (5.38).
We have $\kappa<\frac{1}{c}$. In order to avoid the dependence on the index " $h$ " in Theorem 7.7, we take $\kappa$ instead of $\frac{1}{c}$. More precisely, we take $\kappa b_{V}^{*}$ instead of $\frac{b_{V}^{*}}{c} . \kappa b_{V}^{*}$ do not depend on " $h " . \kappa b_{V}^{*}<\frac{b_{V}^{*}}{c}$.

We take $a_{h}^{*}$ from (5.40). We have $\mathbb{B}_{a_{h}^{*}}(\bar{x}) \subset U$.
If $a_{h}^{*}=\kappa b_{V}^{*}$, it is not necessary to modify $\tau$ from (5.38).
Linear openness $\left([21)\right.$ gives us $\mathbb{B}_{b_{h}^{*}}(\bar{y})=\left[f(\bar{x})+c a_{h}^{*}\right.$ int $\left.\mathbb{B}\right] \cap V$ (see also Theorem (2.6). Hence (5.40) for $b_{h}^{*}$.

Lemma 5.8. In Theorems 5.4, 7.6 and 7.7, we can consider $\tau, a^{*}$ and $b^{*}$ from the general case as in Lemmas 5.6 and 5.7 by replacing $f$ by $\mathcal{G}$. In Theorem [7.7, as in Lemma 5.7 (ii), $\varepsilon, \tau$ and $a_{h}^{*}$ do not depend on the parameter $h$ (they are constants).
5.5. Proof of Theorem [5.4. Let us observe first that (5.23) is equivalent to

$$
\begin{equation*}
\frac{1}{c}\left(\frac{1}{2} L(\varepsilon)+\alpha \widehat{a}\right)<\frac{1}{2} \tag{5.44}
\end{equation*}
$$

Since $\mathcal{G}$ is surjective (see Lemma 5.1), $\mathcal{G}^{-1}$ is a set-valued mapping, so we can apply the framework of Subsection 2.2.

- (i) The verification of the assumptions of Graves' theorem 2.4

In Theorem [2.4, in Corollary [2.5, in Lemma 5.6 and in Lemma 5.7, let us replace $X, Y, f, x, \bar{x}, y, \bar{y}=f(\bar{x}), \varepsilon, A, \kappa, \mu, c, \tau, U, V, d(\cdot, \cdot),\|\cdot\|$ by $\Gamma \times \Gamma, \Sigma, \mathcal{G},\left(s, \phi^{\prime}\right),\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right), \zeta, \widetilde{\zeta}_{0}=\mathcal{G}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right), \varepsilon, \mathcal{A}, \kappa, L(\varepsilon), c, \tau, U, V$, $d(\cdot, \cdot),\|\cdot\|$, respectively.

Here and in Lemmas 5.6, 5.7, we use the same notations $M, \tau, a^{*}, b^{*}$.

- Condition $A=\mathcal{A}$ is surjective is verified above.
- Condition $\kappa \geq \operatorname{reg} A$ is verified since we take $\kappa=\operatorname{reg} \mathcal{A}$.
- Let us introduce $\mu=L(\varepsilon)=\widetilde{L}\left(\mathcal{G},\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right),\left(s, \phi^{\prime}\right), \varepsilon, \Gamma \times \Gamma, \Sigma\right)$.
- Condition $\kappa \mu<1$ results from (5.23).
- Let us verify condition (2.8) of Graves' theorem [2.4.

We have
$\left\|\mathcal{G}\left(s, \phi^{\prime}\right)-\mathcal{G}\left(\bar{s}, \bar{\phi}^{\prime}\right)-\mathcal{A}\left(\left(s, \phi^{\prime}\right)-\left(\bar{s}, \bar{\phi}^{\prime}\right)\right)\right\|=\psi_{1}\left(\left(s, \phi^{\prime}\right),\left(\bar{s}, \bar{\phi}^{\prime}\right)\right)$.
As in the proofs of Theorem 3.1 [18], Theorem IV.3.1 [29] and Theorem I.2.1 [14], we obtain:
$\mathcal{G}\left(s, \phi^{\prime}\right)-\mathcal{G}\left(\bar{s}, \bar{\phi}^{\prime}\right)-\mathcal{A}\left(\left(s, \phi^{\prime}\right)-\left(\bar{s}, \bar{\phi}^{\prime}\right)\right)$
$\overline{\int_{0}^{1}}\left[D \mathcal{G}\left(\left(\bar{s}, \bar{\phi}^{\prime}\right)+t\left(\left(s, \phi^{\prime}\right)-\left(\bar{s}, \bar{\phi}^{\prime}\right)\right)\right)-D \mathcal{G}\left(\widetilde{s_{0}}, \widetilde{\phi}_{0}^{\prime}\right)\right] \cdot\left(\left(s, \phi^{\prime}\right)-\left(\bar{s}, \bar{\phi}^{\prime}\right)\right) d t$
Relation (5.45) holds with $\mu=L(\varepsilon)=\widetilde{L}\left(\mathcal{G},\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right),\left(s, \phi^{\prime}\right), \varepsilon, \Gamma \times \Gamma, \Sigma\right)$.

$$
\begin{equation*}
\left\|\mathcal{G}\left(s, \phi^{\prime}\right)-\mathcal{G}\left(\bar{s}, \bar{\phi}^{\prime}\right)-\mathcal{A}\left(\left(s, \phi^{\prime}\right)-\left(\bar{s}, \bar{\phi}^{\prime}\right)\right)\right\| \leq L(\varepsilon)\left\|\left(s, \phi^{\prime}\right)-\left(\bar{s}, \bar{\phi}^{\prime}\right)\right\| . \tag{5.45}
\end{equation*}
$$

$\left(\mathcal{G}\right.$ is strictly differentiable at $\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)$ (see definition, pages 31 and 275 , [21]).

Then, the conclusions and the consequences of Graves' theorem 2.4 hold for $\mathcal{G}$ and ( $\left.\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)$.

- (ii) The formulation of the consequence of Graves' theorem,


## Corollary 2.5

Let us take a positive $\tau<\varepsilon$. From Corollary [2.5 for $\mathcal{G}$, there results that there exist a neighborhood $U$ of $\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)$ and a neighborhood $V$ of $\mathcal{G}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)$ such that (i) $\mathbb{B}_{\tau}\left(s, \phi^{\prime}\right) \subset \mathbb{B}_{\varepsilon}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)$ for all $\left(s, \phi^{\prime}\right) \in U$ and $\| \mathcal{G}\left(s, \phi^{\prime}\right)$ $-\mathcal{G}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right) \|<c \tau$ for $\left(s, \phi^{\prime}\right) \in U$, (ii) $\left\|\zeta-\mathcal{G}\left(s, \phi^{\prime}\right)\right\| \leq c \tau$ for $\zeta \in V$, where
$\left(s, \phi^{\prime}\right) \in U$, (iii) $\mathcal{G}$ is the metrically regular at $\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)$ for $\mathcal{G}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)$ with constant $\frac{\kappa}{1-\kappa \mu}$, that is,

$$
\begin{equation*}
d\left(\left(s, \phi^{\prime}\right), \mathcal{G}^{-1}(\zeta)\right) \leq \frac{\kappa}{1-\kappa \mu}\left\|\zeta-\mathcal{G}\left(s, \phi^{\prime}\right)\right\|, \tag{5.46}
\end{equation*}
$$

for $\left(\left(s, \phi^{\prime}\right), \zeta\right) \in U \times V$.
We can consider $\tau, a^{*}$ and $b^{*}$ from the general case as in Lemma 5.6 or from the formulas in Lemma 5.7 for $\mathcal{G}$. Hence, we have (5.46). The following discussion is true for every choice.
In order to fix a choice, we use Lemma $5.7(\mathrm{i}) . \mathbb{B}_{a^{*}}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right) \subset U, \mathbb{B}_{b^{*}}\left(\mathcal{G}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)\right)$ $\subseteq V$.

- (iii) The imposition of some conditions

In order to have $\mathcal{Q}\left(s, \phi^{\prime}\right) \in \mathbb{B}_{b^{*}}\left(\mathcal{G}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)\right)$, for $\left(s, \phi^{\prime}\right) \in \mathbb{B}_{a^{*}}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)$, we impose the following two conditions (5.47) and (5.49).

We first assure that $0 \in \mathbb{B}_{b^{*}}\left(\mathcal{G}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)\right)$ and $\left\|0-\mathcal{G}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)\right\|<\frac{b^{*}}{2}$ by imposing

$$
\begin{equation*}
\delta<\frac{1}{2} \cdot b^{*}, \tag{5.47}
\end{equation*}
$$

in other words, the assumption (5.25) (since $b^{*}=c a^{*}$ ).
For $\left(s, \phi^{\prime}\right) \in \mathbb{B}_{a^{*}}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)$, we have

$$
\begin{align*}
& \left\|\mathscr{Q}\left(s, \phi^{\prime}\right)\right\| \leq \psi_{1}\left(\left(s, \phi^{\prime}\right),\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)\right)+\alpha \psi_{2}\left(\left(s, \phi^{\prime}\right),\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)\right)  \tag{5.48}\\
& \leq\left(\frac{1}{2} L\left(a^{*}\right)+\alpha \widehat{a}\right)\left\|\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)-\left(s, \phi^{\prime}\right)\right\| .
\end{align*}
$$

Let us impose the condition

$$
\begin{equation*}
\left\|Q\left(s, \phi^{\prime}\right)\right\|<\frac{1}{2} \cdot b^{*}, \forall\left(s, \phi^{\prime}\right) \in \mathbb{B}_{a^{*}}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right) \tag{5.49}
\end{equation*}
$$

If $\frac{a^{*}}{b^{*}}\left(\frac{1}{2} L\left(a^{*}\right)+\alpha \widehat{a}\right)<\frac{1}{2}$, then we have (5.49). We have $b^{*}=c a^{*}$ and $L\left(a^{*}\right) \leq L(\varepsilon)$. There results that if (5.44) is satisfied, that is, if $\lambda<\frac{1}{2}$ is satisfied, where $\lambda$ is defined below, in (5.54), then we have (5.49).

Let $z \in \mathbb{B}_{\frac{b^{*}}{2}}(0)$. Then, $\left\|z-\mathcal{G}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)\right\| \leq\|z-0\|+\left\|0-\mathcal{G}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)\right\| \leq \frac{b^{*}}{2}$ $+\left\|\mathcal{G}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)\right\|<\frac{b^{*}}{2}+\frac{b^{*}}{2}=b^{*}$, so $z \in \operatorname{int} \mathbb{B}_{b^{*}}\left(\mathcal{G}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)\right)$.

Taking condition (5.49) and replacing $z=Q\left(s, \phi^{\prime}\right)$, the previous relation leads us to

$$
\begin{equation*}
\left\|\mathscr{Q}\left(s, \phi^{\prime}\right)-\mathcal{G}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)\right\|<b^{*} \tag{5.50}
\end{equation*}
$$

for $\left(s, \phi^{\prime}\right) \in \mathbb{B}_{a^{*}}\left(\widetilde{s_{0}}, \widetilde{\phi_{0}^{\prime}}\right)$. In other words, $\mathcal{Q}\left(s, \phi^{\prime}\right) \in \mathbb{B}_{b^{*}}\left(\mathcal{G}\left(\widetilde{s_{0}}, \widetilde{\phi_{0}^{\prime}}\right)\right)$, for $\left(s, \phi^{\prime}\right)$ $\in \mathbb{B}_{a^{*}}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)$.

Then, (5.46) holds for $\left(\left(s, \phi^{\prime}\right), \zeta\right) \in \mathbb{B}_{a^{*}}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right) \times \mathbb{B}_{b^{*}}\left(\mathcal{G}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)\right)$.
We obtain, by replacing $\zeta=2\left(\bar{s}, \bar{\phi}^{\prime}\right)$ in (5.46),

$$
\begin{equation*}
d\left(\left(s, \phi^{\prime}\right), \mathcal{G}^{-1}\left(\mathfrak{Q}\left(\bar{s}, \bar{\phi}^{\prime}\right)\right) \leq \frac{\kappa}{1-\kappa \mu}\left\|\mathfrak{Q}\left(\bar{s}, \bar{\phi}^{\prime}\right)-\mathcal{G}\left(s, \phi^{\prime}\right)\right\|,\right. \tag{5.51}
\end{equation*}
$$

for $\left(s, \phi^{\prime}\right),\left(\bar{s}, \bar{\phi}^{\prime}\right) \in \mathbb{B}_{a^{*}}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)$.

- (iv) The definition of the mapping $T_{0}$ for the contraction mapping principle for set-valued mappings

Let us define the mappings:
$\zeta \in \mathbb{B}_{b^{*}}\left(\mathcal{G}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)\right), \Theta: \zeta \mapsto \mathcal{G}^{-1}(\zeta)$,
$\left(s, \phi^{\prime}\right) \in \mathbb{B}_{a^{*}}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right), T_{0}:\left(s, \phi^{\prime}\right) \mapsto \Theta\left(\mathcal{Q}\left(s, \phi^{\prime}\right)\right)$.
Observe that $\operatorname{dom} \mathcal{G}^{-1}=\Sigma$, where we use Lemma 5.1. We extend the definition of these mappings to the spaces $\Gamma$ and $\Sigma$.
$T_{0}: \Gamma \times \Gamma \rightrightarrows \Gamma \times \Gamma, T_{0}:\left(s, \phi^{\prime}\right) \mapsto \mathcal{G}^{-1}\left(\mathcal{Q}\left(s, \phi^{\prime}\right)\right)$.

- (v) The verification of the assumptions of the contraction mapping principle for set-valued mappings, Theorem 2.3

In Theorem 2.3, let us replace $X, \rho, T, x, \bar{x}, a, \lambda, d(\cdot, \cdot), e(\cdot, \cdot), u, v$ by $\Gamma \times \Gamma, \rho, T_{0},\left(s, \phi^{\prime}\right),\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right), a^{*}, \lambda, d(\cdot, \cdot), e(\cdot, \cdot),\left(s, \phi^{\prime}\right),\left(\bar{s}, \bar{\phi}^{\prime}\right)$ respectively.

- The verification of the condition $g p h T_{0} \cap\left(\mathbb{B}_{a^{*}}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right) \times \mathbb{B}_{a^{*}}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)\right)$ is closed

For brevity, only for this verification, we keep some notations from the general case from Subsection 2.2. So, instead of $a^{*},\left(s, \phi^{\prime}\right),\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right), \zeta, \Gamma \times \Gamma$, $\Sigma$, we keep $a, x, \bar{x}, y, X, Y$ respectively. Let us verify that $g p h T_{0} \cap\left(\mathbb{B}_{a}(\bar{x}) \times\right.$ $\left.\mathbb{B}_{a}(\bar{x})\right)$ is closed.

The graph of the continuous mapping $\mathcal{G}$, gph $\mathcal{G}=\{(x, y) \in X \times Y \mid y=$ $\mathcal{G}(x)\}=\{(x, y) \in X \times Y \mid y \in \mathcal{G}(x)\}$ is closed in $X \times Y$. Here, we identify the function $\mathcal{G}: X \rightarrow Y$ with the set-valued mapping $\mathcal{G}: X \rightrightarrows Y$ such that $\mathcal{G}$ is single-valued at every point of $\operatorname{dom} \mathcal{G}$.
$\mathcal{G}^{-1}(y)=\{x \in X \mid y \in \mathcal{G}(x)\}$.
gph $\mathcal{G}^{-1}=\{(y, x) \in Y \times X \mid(x, y) \in$ gph $\mathcal{G}\}$.
Hence the graph of $\mathcal{G}^{-1}$, gph $\mathcal{G}^{-1}$, is closed in $Y \times X$.
Range $(\mathbb{Q})=Y$.
gph $Q=\{(x, y) \in X \times Y \mid y=Q(x)\}$.
gph $\mathcal{G}^{-1}=\{(y, x) \in$ Range $(\mathbb{Q}) \times X \mid y \in \mathcal{G}(x)\}$.
gph $\mathcal{G}^{-1}=\left\{(y, x) \in \operatorname{Range}(\mathbb{Q}) \times X \mid\left(x^{\prime}, y\right) \in\right.$ gph $\left.Q, y \in \mathcal{G}(x)\right\}$.
gph $\mathcal{G}^{-1}(\mathbb{Q}(\cdot))=\left\{\left(x^{\prime}, x\right) \in X \times X \mid\left(x^{\prime}, y\right) \in \operatorname{gph} Q, y \in \mathcal{G}(x)\right\}$.
Proof of $g p h T_{0} \cap\left(\mathbb{B}_{a}(\bar{x}) \times \mathbb{B}_{a}(\bar{x})\right)$ is closed
We prove using sequences for the formulation
gph $\mathcal{G}^{-1}(\mathcal{Q}(\cdot))=\left\{\left(x^{\prime}, x\right) \in X \times X \mid y=\mathcal{Q}\left(x^{\prime}\right), y \in \mathcal{G}(x)\right\}$.
Let $\left(x_{\ell}^{\prime}, x_{\ell}\right) \in \operatorname{gph} \mathcal{G}^{-1}(\mathcal{Q}(\cdot)),\left(x_{\ell}^{\prime}, x_{\ell}\right) \rightarrow\left(x^{\prime}, x\right)$ as $\ell \rightarrow \infty,\left(x^{\prime}, x\right) \in X \times X$.
Define $y_{\ell}=\mathcal{Q}\left(x_{\ell}^{\prime}\right)$. From $\left(x_{\ell}^{\prime}, x_{\ell}\right) \in \operatorname{gph} \mathcal{G}^{-1}(Q(\cdot))$, we have $y_{\ell} \in \mathcal{G}\left(x_{\ell}\right)$.
Since $\mathcal{Q}$ is continuous, $x_{\ell}^{\prime} \rightarrow x^{\prime}$ implies $y_{\ell} \rightarrow \mathcal{Q}\left(x^{\prime}\right)$, so $\left(y_{\ell}, x_{\ell}\right) \rightarrow\left(\mathcal{Q}\left(x^{\prime}\right), x\right)$ as $\ell \rightarrow \infty$.
$y_{\ell} \in \mathcal{G}\left(x_{\ell}\right)$ implies that $\left(x_{\ell}, y_{\ell}\right) \in \operatorname{gph} \mathcal{G}$. Since $g p h \mathcal{G}$ is closed in $X \times Y$, there results that $\left(x, \mathcal{Q}\left(x^{\prime}\right)\right) \in \operatorname{gph} \mathcal{G}$ so $\mathcal{Q}\left(x^{\prime}\right) \in \mathcal{G}(x)$.

Let $y=Q\left(x^{\prime}\right)$. We have $y \in \mathcal{G}(x)$. Hence $\left(x^{\prime}, x\right) \in \operatorname{gph} \mathcal{G}^{-1}(\mathbb{Q}(\cdot))$ and gph $\mathcal{G}^{-1}(\mathbb{Q}(\cdot))$ is closed in $X \times X$.

We now take the intersection with $\mathbb{B}_{a}(\bar{x}) \times \mathbb{B}_{a}(\bar{x})$.
There results that $g p h T_{0} \cap\left(\mathbb{B}_{a}(\bar{x}) \times \mathbb{B}_{a}(\bar{x})\right)$ is closed, that is, $g p h T_{0} \cap$ $\left(\mathbb{B}_{a^{*}}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right) \times \mathbb{B}_{a^{*}}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)\right)$ is closed.

- An estimate for $d\left(\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right), T_{0}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)\right)$ from the condition I of Theorem 2.3

Using (5.51), we have $d\left(\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right), T_{0}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)\right)=d\left(\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right), \mathcal{G}^{-1}\left(Q\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)\right)\right)$ $\leq \frac{\kappa}{1-\kappa \mu}\left\|\mathfrak{Q}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)-\mathcal{G}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)\right\|=\frac{\kappa}{1-\kappa \mu}\left\|S\left(\widetilde{s}_{0}\right)\right\|=\frac{\kappa}{1-\kappa \mu} \delta=\frac{1}{c} \delta$.

- An estimate for $e\left(T_{0}\left(s, \phi^{\prime}\right) \cap \mathbb{B}_{a^{*}}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right), T_{0}\left(\bar{s}, \bar{\phi}^{\prime}\right)\right)$ from the condition II of Theorem 2.3

We obtain

$$
\begin{equation*}
\left\|Q\left(s, \phi^{\prime}\right)-Q\left(\bar{s}, \bar{\phi}^{\prime}\right)\right\| \leq \psi_{1}\left(\left(s, \phi^{\prime}\right),\left(\bar{s}, \bar{\phi}^{\prime}\right)\right)+\alpha \psi_{2}\left(\left(s, \phi^{\prime}\right),\left(\bar{s}, \bar{\phi}^{\prime}\right)\right) \tag{5.52}
\end{equation*}
$$

We have the equivalence $\left(\hat{s}, \hat{\phi}^{\prime}\right) \in \mathcal{G}^{-1}\left(\mathcal{Q}\left(s, \phi^{\prime}\right)\right) \cap \mathbb{B}_{a^{*}}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right) \Leftrightarrow$ $\mathcal{Q}\left(s, \phi^{\prime}\right) \in \mathcal{G}\left(\hat{s}, \hat{\phi}^{\prime}\right)$ and $\left(\hat{s}, \hat{\phi}^{\prime}\right) \in \mathbb{B}_{a^{*}}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)$. We remember that $\mathcal{Q}$ is a function and $\frac{\kappa}{1-\kappa \mu}=\frac{1}{c}$.

Using (5.51), we have $e\left(T_{0}\left(s, \phi^{\prime}\right) \cap \mathbb{B}_{a^{*}}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right), T_{0}\left(\bar{s}, \bar{\phi}^{\prime}\right)\right)$
$\leq \sup \left\{d\left(\left(\hat{s}, \hat{\phi}^{\prime}\right), T_{0}\left(\bar{s}, \bar{\phi}^{\prime}\right)\right) \mid\left(\hat{s}, \hat{\phi}^{\prime}\right) \in T_{0}\left(s, \phi^{\prime}\right) \cap \mathbb{B}_{a^{*}}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)\right\}$
$=\sup \left\{d\left(\left(\hat{s}, \hat{\phi}^{\prime}\right), \mathcal{G}^{-1}\left(Q\left(\bar{s}, \bar{\phi}^{\prime}\right)\right)\right) \mid\left(\hat{s}, \hat{\phi}^{\prime}\right) \in \mathcal{G}^{-1}\left(Q\left(s, \phi^{\prime}\right)\right) \cap \mathbb{B}_{a^{*}}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)\right\}$
$\leq \sup \left\{\left.\frac{\kappa}{1-\kappa \mu}\left\|\mathcal{Q}\left(\bar{s}, \bar{\phi}^{\prime}\right)-\mathcal{G}\left(\hat{s}, \hat{\phi}^{\prime}\right)\right\| \right\rvert\,\left(\hat{s}, \hat{\phi}^{\prime}\right) \in \mathcal{G}^{-1}\left(\mathcal{Q}\left(s, \phi^{\prime}\right)\right) \cap \mathbb{B}_{a^{*}}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)\right\}$
$\leq \sup \left\{\left.\frac{\kappa}{1-\kappa \mu}\left\|\mathcal{Q}\left(\bar{s}, \bar{\phi}^{\prime}\right)-\mathcal{G}\left(\hat{s}, \hat{\phi}^{\prime}\right)\right\| \right\rvert\, \mathcal{Q}\left(s, \phi^{\prime}\right) \in \mathcal{G}\left(\hat{s}, \hat{\phi}^{\prime}\right),\left(\hat{s}, \hat{\phi}^{\prime}\right) \in \mathbb{B}_{a^{*}}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)\right\}$
$=\frac{\kappa}{1-\kappa \mu}\left\|\mathcal{Q}\left(\bar{s}, \bar{\phi}^{\prime}\right)-\mathcal{Q}\left(s, \phi^{\prime}\right)\right\| \leq \frac{\kappa}{1-\kappa \mu}\left(\frac{1}{2} L(\varepsilon)+\alpha \widehat{a}\right)\left\|\left(\bar{s}, \bar{\phi}^{\prime}\right)-\left(s, \phi^{\prime}\right)\right\|$,
for all $\left(s, \phi^{\prime}\right),\left(\bar{s}, \bar{\phi}^{\prime}\right) \in \mathbb{B}_{a^{*}}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)$.

- (vi) The formulation of some conditions related to conditions


## I and II from Theorem 2.3

Condition II from Theorem 2.3 leads to

$$
\begin{equation*}
\frac{1}{c}\left(\frac{1}{2} L(\varepsilon)+\alpha \widehat{a}\right) \leq \lambda \tag{5.53}
\end{equation*}
$$

We take $\lambda=\frac{1}{c}\left(\frac{1}{2} L(\varepsilon)+\alpha \widehat{a}\right)$. From (5.44), we have $0<\lambda<\frac{1}{2}$. Hence,

$$
\begin{equation*}
\lambda=\frac{1}{c}\left(\frac{1}{2} L(\varepsilon)+\alpha \widehat{a}\right)<\frac{1}{2} . \tag{5.54}
\end{equation*}
$$

Condition I from Theorem 2.3 leads to

$$
\begin{equation*}
\frac{1}{c} \delta<a^{*}(1-\lambda) \quad \text { or } \quad \delta<c a^{*}(1-\lambda) \tag{5.55}
\end{equation*}
$$

We have $b^{*}=c a^{*}$ from (5.37) and $\frac{1}{2}<1-\lambda$. Taking into account conditions (5.47) and (5.55), we impose

$$
\begin{equation*}
\delta<\min \left\{c a^{*}(1-\lambda), \frac{1}{2} b^{*}\right\}=\frac{1}{2} b^{*}=\frac{1}{2} c a^{*} \tag{5.56}
\end{equation*}
$$

that is, assumption (5.25).
With $\lambda$ given by (5.54), conditions I and II, from Theorem 2.3, are verified.

- (vii) The formulation of the conclusion of the contraction mapping principle for set-valued mappings

The assumptions of Theorem 2.3 are verified, hence $T_{0}$ has a fixed point in $\mathbb{B}_{a^{*}}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right) ;$ that is, there exists $\left(\bar{s}, \bar{\phi}^{\prime}\right) \in \mathbb{B}_{a^{*}}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)$ such that $\left(\bar{s}, \bar{\phi}^{\prime}\right) \in$ $T_{0}\left(\bar{s}, \bar{\phi}^{\prime}\right)$.

$$
\begin{gather*}
S(\bar{s})-\Phi\left(\bar{x}, \bar{\phi}^{\prime}\right)-\Phi\left(\widetilde{x}_{0}, \xi\left(\bar{f}, \bar{g}_{i}, \bar{e}_{k}\right)\right)+\Phi\left(\widetilde{x}_{0}, \xi\left(\bar{g}^{\prime}, \bar{g}_{i}^{\prime}, \bar{e}_{k}^{\prime}\right)\right) \ni 0  \tag{5.57}\\
\Leftrightarrow \\
S\left(\hat{s}_{0}\right)-\Phi\left(\hat{x}_{0}, \hat{\phi}_{0}^{\prime}\right) \ni 0 \tag{5.58}
\end{gather*}
$$

that is, $\left(\hat{s}_{0}, \hat{\phi}_{0}^{\prime}\right)$ is a solution of the equation (5.26), where
$\hat{s}_{0}=\left(\hat{x}_{0}, \hat{y}_{1,0}, \ldots, \hat{y}_{q+m, 0}, \hat{\mathrm{z}}_{1,0}, \ldots, \hat{\mathrm{z}}_{n, 0}\right), \hat{\phi}_{0}^{\prime}=\left(\hat{y}_{0}^{\prime}, \hat{y}_{1,0}^{\prime}, \ldots, \hat{y}_{q+m, 0}^{\prime}, \hat{z}_{1,0}^{\prime}, \ldots, \hat{\mathrm{z}}_{n, 0}^{\prime}\right)$
and $\hat{x}_{0}=\left(\hat{f}_{0}, \hat{\lambda}_{0}, \hat{u}_{0}\right)=(0, \bar{\lambda}, \bar{u}), \hat{y}_{i, 0}=\left(\hat{g}_{i, 0}, \hat{\mu}_{i, 0}, \hat{w}_{i, 0}\right)=\left(0, \bar{\mu}_{i}, \bar{w}_{i}\right), \hat{z}_{k, 0}=$ $\left(\hat{e}_{k, 0}, \hat{v}_{k, 0}\right)=\left(0, \bar{v}_{k}\right), \hat{y}_{0}^{\prime}=\left(\hat{g}_{0}^{\prime}, \hat{\mu}_{0}^{\prime}, \hat{w}_{0}^{\prime}\right)=\left(0, \bar{\mu}^{\prime}, \bar{w}^{\prime}\right), \hat{y}_{i, 0}^{\prime}=\left(\hat{g}_{i, 0}^{\prime}, \hat{\mu}_{i, 0}^{\prime}, \hat{w}_{i, 0}^{\prime}\right)=$ $\left(0, \bar{\mu}_{i}^{\prime}, \bar{w}_{i}^{\prime}\right), \hat{\mathrm{z}}_{k, 0}^{\prime}=\left(\hat{e}_{k, 0}^{\prime}, \hat{v}_{k, 0}^{\prime}\right)=\left(0, \bar{v}_{k}^{\prime}\right)$, for $i=1, \ldots, q+m, k=1, \ldots, n$.
It also results $\left(\hat{s}_{0}, \hat{\phi}_{0}^{\prime}\right) \in \mathbb{B}_{a^{*}}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)$. Indeed, we have:
$\left\|\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)-\left(\hat{s}_{0}, \hat{\phi}_{0}^{\prime}\right)\right\| \leq\left\|\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)-\left(\hat{s}_{0}, \hat{\phi}_{0}^{\prime}\right)\right\|+\left\|\widetilde{f}_{0}-\bar{f}\right\|+\sum_{i=1}^{q+m}\left\|\widetilde{g}_{i, 0}-\bar{g}_{i}\right\|$
$+\sum_{k=1}^{n}\left\|\widetilde{e}_{k, 0}-\bar{e}_{k}\right\|+\left\|\widetilde{g}_{0}^{\prime}-\bar{g}^{\prime}\right\|+\sum_{i=1}^{q+m}\left\|\widetilde{g}_{i, 0}^{\prime}-\bar{g}_{i}^{\prime}\right\|+\sum_{k=1}^{n}\left\|\widetilde{e}_{k, 0}-\bar{e}_{k}^{\prime}\right\|=$ $\left\|\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)-\left(\bar{s}, \bar{\phi}^{\prime}\right)\right\| \leq a^{*}$.
(5.58) becomes

$$
\left[\begin{array}{l}
B\left(\hat{x}_{0}\right)-\widetilde{\theta}_{0}-B\left(\hat{y}_{0}^{\prime}\right)  \tag{5.59}\\
G\left(\hat{x}_{0}\right)-D G\left(\hat{x}_{0}\right) \hat{y}_{0}^{\prime} \\
B\left(\hat{y}_{i, 0}-\hat{y}_{i, 0}^{\prime}\right)-\delta_{i}^{q+m} \\
D G\left(\hat{x}_{0}\right)\left(\hat{y}_{i, 0}-\hat{y}_{i, 0}^{\prime}\right) \\
\overline{\mathcal{B}}\left(\hat{z}_{k, 0}-\hat{\mathrm{z}}_{k, 0}^{\prime}\right)-\hat{\delta}_{k}^{n} \\
H\left(\lambda_{0}, u_{0},\left(\hat{\mathrm{z}}_{k, 0}-\hat{\mathrm{z}}_{k, 0}^{\prime}\right)\right)
\end{array}\right] \ni 0 .
$$

Let us fix $\hat{x}_{0}$ and $\hat{y}_{0}^{\prime}$ in $\Phi_{G}\left(x, y^{\prime}\right)$ from the first line of $\Phi\left(x, \phi^{\prime}\right)$ in (5.26). Let us take $\theta_{0}=\widetilde{\theta}_{0}+B\left(\hat{y}_{0}^{\prime}\right)$ and $\varrho=D F\left(\hat{\lambda}_{0}, \hat{u}_{0}\right)\left(\hat{\mu}_{0}^{\prime}, \hat{w}_{0}^{\prime}\right)$. $S_{0}$ denotes the function $S$ from (3.7) formulated for this $\theta_{0}$ and for $F(\cdot, \cdot)-\varrho$ instead of $F$. Let us use Remark 9.3 .

Then, (5.59) gives

$$
\left[\begin{array}{l}
B\left(\hat{x}_{0}\right)-\theta_{0}  \tag{5.60}\\
G\left(\hat{x}_{0}\right)-\varrho \\
B\left(\hat{y}_{i, 0}-\hat{y}_{i, 0}^{\prime}\right)-\delta_{i}^{q+m} \\
D\left(G\left(\hat{x}_{0}\right)-\varrho\right)\left(\hat{y}_{i, 0}-\hat{y}_{i, 0}^{\prime}\right) \\
\overline{\mathcal{B}}\left(\hat{z}_{k, 0}-\hat{z}_{k, 0}^{\prime}\right)-\delta_{k}^{n} \\
\bar{H}\left(\varrho, \lambda_{0}, u_{0},\left(\hat{z}_{k, 0}-\hat{z}_{k, 0}^{\prime}\right)\right)
\end{array}\right]=0,
$$

where $\bar{H}$ is $H$ for $F(\cdot, \cdot)-\varrho$ instead of $F(\cdot, \cdot)$,

$$
\bar{H}: Z \times \mathbb{R}^{m} \times W \times \Delta \rightarrow Z, \bar{H}(\varrho, \lambda, u, \mathrm{z})=D_{u}(F(\lambda, u)-\varrho) v-\sum_{k=1}^{n} e^{k} \bar{b}_{k}
$$

Let $s_{0}=\left(x_{0}, y_{1,0}, \ldots, y_{q+m, 0}, \mathrm{z}_{1,0}, \ldots, \mathrm{z}_{n, 0}\right)$ with $x_{0}=\hat{x}_{0}, y_{i, 0}=\hat{y}_{i, 0}-\hat{y}_{i, 0}^{\prime}$, $\mathrm{z}_{k, 0}=\hat{\mathrm{z}}_{k, 0}-\hat{\mathrm{z}}_{k, 0}^{\prime}$ and $i=1, \ldots, q+m, k=1, \ldots, n$.

Relation (5.60) means that $s_{0}$ is a solution of the system (5.27) verifying the assertion (a) of the statement (ii) of Theorem 3.5.

It also results $s_{0} \in \mathbb{B}_{a^{*}}\left(\widetilde{s}_{0}\right)$. Indeed, we have:
$\left\|s_{0}-\widetilde{s}_{0}\right\|=\left\|\hat{x}_{0}-\widetilde{x}_{0}\right\|+\sum_{i=1}^{q+m}\left\|\left(\hat{y}_{i, 0}-\hat{y}_{i, 0}^{\prime}\right)-\widetilde{y}_{i, 0}\right\|+\sum_{k=1}^{n} \|\left(\hat{z}_{k, 0}-\right.$ $\left.\hat{\mathrm{z}}_{k, 0}^{\prime}\right)-\widetilde{\mathrm{z}}_{k, 0}\|\leq\| \hat{x}_{0}-\widetilde{x}_{0}\left\|+\sum_{i=1}^{q+m}\right\| \hat{y}_{i, 0}-\widetilde{y}_{i, 0}\left\|+\sum_{k=1}^{n}\right\| \hat{\mathrm{z}}_{k, 0}-\widetilde{\mathrm{z}}_{k, 0} \|+$ $\sum_{i=1}^{q+m}\left\|\hat{y}_{i, 0}^{\prime}-\widetilde{y}_{i, 0}^{\prime}\right\|+\sum_{k=1}^{n}\left\|\hat{z}_{k, 0}^{\prime}-\widetilde{z}_{k, 0}^{\prime}\right\| \leq\left\|\left(\hat{s}_{0}, \hat{\phi}_{0}^{\prime}\right)-\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)\right\| \leq a^{*}$.

## - (viii) The existence of some isomorphisms

We have $\gamma_{S_{0}}=\gamma, L_{S}(\varepsilon)=L_{S_{0}}(\varepsilon) . D S_{0}\left(\widetilde{s}_{0}\right)=D S\left(\widetilde{s}_{0}\right)$ is an isomorphism of $\Gamma$ onto $\Sigma$. We have $\kappa \leq \gamma$ and $\frac{1}{2} L_{S}(\varepsilon) \leq L(\varepsilon)$. Then,

$$
\gamma L_{S}\left(a^{*}\right) \leq 2 \gamma \frac{1}{2} L_{S}(\varepsilon) \leq 2 \gamma L(\varepsilon)<1 .
$$

$L_{S}\left(a^{*}\right)<\frac{1}{\gamma}$, so $D S_{0}\left(s_{0}\right)=D S\left(s_{0}\right)$ is an isomorphism of $\Gamma$ onto $\Sigma$.
$\gamma_{\Psi} \leq \gamma\left(\right.$ this is verified using the definition), $L_{\Psi}\left(a^{*}\right) \leq L_{S}\left(a^{*}\right)$.
$\gamma_{\Psi} L_{\Psi}\left(a^{*}\right) \leq \gamma L_{S}\left(a^{*}\right)<1$, hence $D \Psi_{0}\left(x_{0}\right)=D \Psi\left(x_{0}\right)$ is an isomorphism of $X$ onto $Y$.

The system (5.27) and its solution $s_{0}$ verify the assertion (b) of the statement (ii) of Theorem 3.5.

As in the proofs of Theorem 3.1 [18], Theorem IV.3.1 [29] and Theorem I.2.1 [14], it follows that $s_{0}$ is the unique solution of the equation (5.27) in $\mathbb{B}_{a}\left(\widetilde{s}_{0}\right)$ for every $a \geq a^{*}$ that satisfies $\gamma L_{S}(a)<1$.

We now use Theorem 3.5. Then, the component $\left(\lambda_{0}, u_{0}\right)$ of $s_{0}$ is a solution of the equation (5.28) that satisfies hypothesis (1.2) and the rest of the hypotheses of the statement (i) of Theorem 3.5 in $\mathbb{B}_{a}\left(\widetilde{\lambda}_{0}, \widetilde{u}_{0}\right)$.

Assume that there exist two different such solutions in $\mathbb{B}_{a}\left(\widetilde{\lambda}_{0}, \widetilde{u}_{0}\right)$. Then, equation (5.27) has two different solutions in $\mathbb{B}_{a}\left(\widetilde{s}_{0}\right)$. This contradicts the uniqueness of $s_{0}$ in $\mathbb{B}_{a}\left(\widetilde{s}_{0}\right)$. Then, $\left(\lambda_{0}, u_{0}\right)$ is the unique solution of the equation (5.28) that satisfies hypothesis (1.2) and the rest of the hypotheses of the statement (i) of Theorem [3.5 in $\mathbb{B}_{a}\left(\widetilde{\lambda}_{0}, \widetilde{u}_{0}\right)$ for every $a \geq a^{*}$ that satisfies $\gamma L_{S}(a)<1$.

- (ix) Some estimates

We have $2 \gamma L_{S_{0}}\left(a^{*}\right) \leq 1$ and $D S_{0}\left(\widetilde{s}_{0}\right)$ is an isomorphism of $\Gamma$ onto $\Sigma$. Then, the hypotheses of Lemma 2.2 are satisfied in our situation. We get: for any $\zeta \in \operatorname{int} \mathbb{B}_{\frac{a^{*}}{2 \gamma}}\left(S_{0}\left(\widetilde{s}_{0}\right)\right)$, the equation $S_{0}(s)=\zeta$ has a unique solution $s$ in $\mathbb{B}_{a_{1}}\left(\widetilde{s}_{0}\right)$, where $a_{1}=2 \gamma\left\|S_{0}\left(\widetilde{s}_{0}\right)-\zeta\right\| \leq a^{*}$.

For our proof, we take $\zeta=0$. We obtain $2 \gamma\left\|S_{0}\left(\widetilde{s}_{0}\right)\right\| \leq a^{*}$. We have $\|\varrho\|=\left\|S_{0}\left(\widetilde{s}_{0}\right)-S\left(\widetilde{s}_{0}\right)\right\| \leq\left\|S_{0}\left(\widetilde{s}_{0}\right)\right\|+\left\|S\left(\widetilde{s}_{0}\right)\right\| \leq\left\|S_{0}\left(\widetilde{s}_{0}\right)\right\|+\left\|S\left(\widetilde{s}_{0}\right)\right\| \leq$ $\frac{a^{*}}{2 \gamma}+\left\|S\left(\widetilde{s}_{0}\right)\right\|$. Hence, (5.30) holds. We also use (5.25) and $\frac{a^{*}}{2 \gamma}+\frac{1}{2} c a^{*}=$ $\left(\frac{1}{\gamma}-\frac{1}{2} L(\varepsilon)\right) a^{*}$.

We also have $\|\varrho\|=\left\|D F\left(\hat{\lambda}_{0}, \hat{u}_{0}\right)\left(\hat{\mu}_{0}^{\prime}, \hat{w}_{0}^{\prime}\right)\right\| \leq\left(\left\|D F\left(\widetilde{\lambda}_{0}, \widetilde{u}_{0}\right)\right\|+L_{F}\left(a^{*}\right)\right) a^{*}$. Then, we have (5.31).

Relation (5.32) is obtained as in the proofs of Theorem 3.1 [18], Theorem IV.3.1 [29] and Theorem I.2.1 [14].

### 5.6. Some consequences.

Corollary 5.9. Theorem 5.4 holds for those $a^{*}$ and $b^{*}$ given by Lemma 5.6, under the conditions that (5.50) is verified, that is, $\left\|\mathfrak{Q}\left(s, \phi^{\prime}\right)-\mathcal{G}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)\right\|<$ $b^{*}$, for $\left(s, \phi^{\prime}\right) \in \mathbb{B}_{a^{*}}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)$, and it is satisfied condition I from Theorem 2.3. that is, (5.55) or $\frac{1}{c} \delta<a^{*}(1-\lambda)$, with $\lambda$ given by (5.54) or $\lambda=$ $\frac{1}{c}\left(\frac{1}{2} L(\varepsilon)+\alpha \widehat{a}\right)<\frac{1}{2}$.
Corollary 5.10. Assume that ( $\left.\widetilde{\lambda}_{0}, \widetilde{u}_{0}\right)$ belongs to a solution branch of equation (1.1)). ( $\left.\widetilde{\lambda}_{0}, \widetilde{u}_{0}\right)$ can be a regular or a nonregular solution. Assume the hypotheses of Theorem 5.4. $\Psi\left(\widetilde{x}_{0}\right)=0$ in $\delta$. If $\varrho \neq 0$, then, the given problem (1.1) is a perturbation of the bifurcation problem (5.28). If $\varrho=0$, then, the bifurcation point $\left(\lambda_{0}, u_{0}\right)$ belongs to the solution branch of equation (1.1).

Proof. Equation (5.27) provides a bifurcation problem (5.28) for which the given problem (1.1) is a perturbation.

Corollary 5.11. $\varrho=0$ if and only if $\left(\hat{\mu}_{0}^{\prime}, \hat{w}_{0}^{\prime}\right)=\sum_{i=1}^{q+m} \beta_{i}\left(\left(\hat{\mu}_{i, 0}, \hat{w}_{i, 0}\right)-\right.$ $\left.\left(\hat{\mu}_{i, 0}^{\prime}, \hat{w}_{i, 0}^{\prime}\right)\right), \beta_{i} \in \mathbb{R}$.
5.7. The plan of the study for the next sections. In Section 9, we investigate the formulation of $S_{0}$ from (5.27) using the function $F(\lambda, u)-$ $D F(\lambda, u)\left(\hat{\mu}_{0}^{\prime}, \hat{w}_{0}^{\prime}\right)$ (where $\left(\hat{\mu}_{0}^{\prime}, \hat{w}_{0}^{\prime}\right)$ is fixed) instead of the function $F(\lambda, u)-$ $D F\left(\hat{\lambda}_{0}, \hat{u}_{0}\right)\left(\hat{\mu}_{0}^{\prime}, \hat{w}_{0}^{\prime}\right)\left(\right.$ where $\left(\hat{\lambda}_{0}, \hat{u}_{0}\right)$ and $\left(\hat{\mu}_{0}^{\prime}, \hat{w}_{0}^{\prime}\right)$ are fixed and $\varrho=D F\left(\hat{\lambda}_{0}, \hat{u}_{0}\right)\left(\hat{\mu}_{0}^{\prime}, \hat{w}_{0}^{\prime}\right)$ $=$ constant $)$.

In Sections 6-8, for simplicity, we study only the case $\varrho=D F\left(\hat{\lambda}_{0}, \hat{u}_{0}\right)\left(\hat{\mu}_{0}^{\prime}, \hat{w}_{0}^{\prime}\right)$ $=$ constant from Theorem 5.4.

## 6. The existence of a class of equivalent maps

We prove that there exists a class (family) of maps $C^{p}$ - equivalent (right equivalent) at $\left(\lambda_{0}, u_{0}\right)$ to $F(\cdot)-\varrho$ at $\left(\lambda_{0}, u_{0}\right)$ and that satisfies hypothesis (1.2) in $\left(\lambda_{0}, u_{0}\right)$.

We use the definition of equivalence of maps from 70, 71. The following discussion has the references [2, 15, 31, 32, 33, 41, 42, 66, 70, 71].

Consider the equation (5.28).
Let $\varphi_{0}$ be a local $C^{p}$ - diffeomorphism from some open neighborhood $\mathcal{U}\left(\lambda_{0}, u_{0}\right)=\mathcal{U}_{1}\left(\lambda_{0}\right) \times \mathcal{U}_{2}\left(u_{0}\right)$ of $\left(\lambda_{0}, u_{0}\right)$ in $\mathbb{R}^{m} \times W$ onto some open neighborhood $\widehat{\mathcal{U}}\left(\widehat{\lambda}_{0}, \widehat{u}_{0}\right)=\widehat{\mathcal{U}}_{1}\left(\widehat{\lambda}_{0}\right) \times \widehat{\mathcal{U}}_{2}\left(\widehat{u}_{0}\right)$ of $\left(\widehat{\lambda}_{0}, \widehat{u}_{0}\right)=\left(\lambda_{0}, u_{0}\right)$ in $\mathbb{R}^{m} \times W$ of the form $(\widehat{\lambda}, \widehat{u})=\varphi_{0}(\lambda, u)=\left(\Lambda(\lambda), \varphi_{*}(\lambda, u)\right), \Lambda(\lambda) \in \mathbb{R}^{m}, \varphi_{*}(\lambda, u) \in W$, satisfying the following assumptions: $\varphi_{0}\left(\lambda_{0}, u_{0}\right)=\left(\widehat{\lambda}_{0}, \widehat{u}_{0}\right), D_{u} \varphi_{*}\left(\lambda_{0}, u_{0}\right)$ is bijective.

Let $\Pi$ be a local $C^{p}$ - diffeomorphism from some open neighborhood $\mathcal{U}_{3}(0)$ of 0 in $\mathbb{R}^{q}$ onto some open neighborhood $\widehat{\mathcal{U}}_{3}(0)$ of 0 in $\mathbb{R}^{q}$. $\Pi(0)=0$.

Let $\bar{\Pi}$ be a local $C^{p}$ - diffeomorphism from some open neighborhood $\mathcal{U}_{4}(0)$ of 0 in $\mathbb{R}^{n}$ onto some open neighborhood $\widehat{\mathcal{U}}_{4}(0)$ of 0 in $\mathbb{R}^{n}$. $\bar{\Pi}(0)=0$.
$(\widehat{\lambda}, \widehat{u})=\varphi_{0}(\lambda, u)=\left(\Lambda(\lambda), \varphi_{*}(\lambda, u)\right),(\lambda, u)=\varphi_{0}^{-1}(\widehat{\lambda}, \widehat{u})$.
$\widehat{f}=\Pi(f), f=\Pi^{-1}(\widehat{f})=\left(\left(\Pi^{-1}\right)_{1}(\widehat{f}), \ldots,\left(\Pi^{-1}\right)_{q}(\widehat{f})\right)$.
$\widehat{e}=\bar{\Pi}(e), e=\bar{\Pi}^{-1}(\widehat{e})=\left(\left(\bar{\Pi}^{-1}\right)_{1}(\widehat{e}), \ldots,\left(\bar{\Pi}^{-1}\right)_{n}(\widehat{e})\right)$.
Let $\varphi$ be the local $C^{p}$ - diffeomorphism from $\mathcal{U}_{3}(0) \times \mathcal{U}_{1}\left(\lambda_{0}\right) \times \mathcal{U}_{2}\left(u_{0}\right)$ onto $\widehat{\mathbb{U}}_{3}(0) \times \widehat{\mathbb{U}}_{1}\left(\widehat{\lambda}_{0}\right) \times \widehat{\mathbb{U}}_{2}\left(\widehat{u}_{0}\right)$ given by $\varphi(f, \lambda, u)=\left(\Pi(f), \varphi_{0}(\lambda, u)\right)$.
$(\widehat{f}, \widehat{\lambda}, \widehat{u})=\varphi(f, \lambda, u)=\left(\Pi(f), \varphi_{0}(\lambda, u)\right)=\left(\Pi(f), \Lambda(\lambda), \varphi_{*}(\lambda, u)\right)$.
$(f, \lambda, u)=\varphi^{-1}(\widehat{f}, \widehat{\lambda}, \widehat{u})=\left(\Pi^{-1}(\widehat{f}), \varphi_{0}^{-1}(\widehat{\lambda}, \widehat{u})\right)$
$D\left(\varphi_{0}^{-1}\right)(\widehat{\lambda}, \widehat{u})=D \varphi_{0}(\lambda, u)^{-1}$, where $(\widehat{\lambda}, \widehat{u})=\varphi_{0}(\lambda, u)$, for all $(\lambda, u)$ in a small neighborhood of $\left(\lambda_{0}, u_{0}\right)$.
$D\left(\Pi^{-1}\right)(\widehat{f})=D \Pi(f)^{-1}$, where $\widehat{f}=\Pi(f)$, for all $f$ in a small neighborhood of 0 .
$D\left(\bar{\Pi}^{-1}\right)(\widehat{e})=D \bar{\Pi}(e)^{-1}$, where $\widehat{e}=\bar{\Pi}(e)$, for all $e$ in a small neighborhood of 0 .
$D\left(\varphi^{-1}\right)(\widehat{f}, \widehat{\lambda}, \widehat{u})=D \varphi(f, \lambda, u)^{-1}$, where $(\widehat{f}, \widehat{\lambda}, \widehat{u})=\varphi(f, \lambda, u)$, for all $(f, \lambda, u)$ in a small neighborhood of $\left(0, \lambda_{0}, u_{0}\right)$.

When we write $(\lambda, u) \in \mathcal{U}_{1}\left(\lambda_{0}\right) \times \mathcal{U}_{2}\left(u_{0}\right)$, without " $\forall$ ", related to a relation, we understand that $(\lambda, u)$ is in the maximal neighborhood (related
to inclusion) contained in $\mathcal{U}_{1}\left(\lambda_{0}\right) \times \mathcal{U}_{2}\left(u_{0}\right)$ such that that relation holds and so on.

Let us retain $F(\lambda, u)-\varrho$ from (5.28).
Using the definition for $C^{p}$ equivalence (right equivalence) of maps on open subsets of Banach spaces, from [70, 71, related to [2, 15, 31, 32, 33, [41, 42, 66], let us consider a map $\widehat{F}: \mathbb{R}^{m} \times W \rightarrow Z$, of class $C^{p}$, defined locally by

$$
\begin{equation*}
\widehat{F}(\widehat{\lambda}, \widehat{u})=F\left(\varphi_{0}^{-1}(\widehat{\lambda}, \widehat{u})\right)-\varrho,(\widehat{\lambda}, \widehat{u}) \in \widehat{\mathcal{U}}_{1}\left(\widehat{\lambda}_{0}\right) \times \widehat{\mathcal{U}}_{2}\left(\widehat{u}_{0}\right) \tag{6.1}
\end{equation*}
$$

so $\widehat{F}\left(\varphi_{0}(\lambda, u)\right)=F(\lambda, u)-\varrho,(\lambda, u) \in \mathcal{U}_{1}\left(\lambda_{0}\right) \times \mathcal{U}_{2}\left(u_{0}\right)$,

$$
\begin{equation*}
\widehat{F}\left(\varphi_{0}(\lambda, u)\right)=F(\lambda, u)-\varrho, \quad(\lambda, u) \in \mathcal{U}_{1}\left(\lambda_{0}\right) \times \mathcal{U}_{2}\left(u_{0}\right) \tag{6.2}
\end{equation*}
$$

that is, $\widehat{F}$ is $C^{p}$ - equivalent (right equivalent) at $\left(\widehat{\lambda}_{0}, \widehat{u}_{0}\right)$ to $F-\varrho$ at $\left(\lambda_{0}, u_{0}\right)$.
We have $\widehat{F}\left(\varphi_{0}\left(\lambda_{0}, u_{0}\right)\right)=\widehat{F}\left(\lambda_{0}, u_{0}\right)=0$ so $\left(\widehat{\lambda}_{0}, \widehat{u}_{0}\right)$ is the solution of

$$
\begin{equation*}
\widehat{F}(\widehat{\lambda}, \widehat{u})=0 \tag{6.3}
\end{equation*}
$$

Let us prove that $\widehat{F}$ satisfies hypothesis (1.2) in $\left(\lambda_{0}, u_{0}\right)$.
Let us consider a map $\widehat{G}: \mathbb{R}^{q} \times \mathbb{R}^{m} \times W \rightarrow Z$, of class $C^{p}$, defined locally, for $(\widehat{f}, \widehat{\lambda}, \widehat{u}) \in \widehat{U}_{3}(0) \times \widehat{\mathcal{U}}\left(\widehat{\lambda}_{0}, \widehat{u}_{0}\right)$, by

$$
\begin{equation*}
\widehat{G}(\widehat{f}, \widehat{\lambda}, \widehat{u})=F\left(\varphi_{0}^{-1}(\widehat{\lambda}, \widehat{u})\right)-\varrho-\sum_{i=1}^{q}\left(\Pi^{-1}\right)_{i}(\widehat{f}) \bar{a}_{i} \tag{6.4}
\end{equation*}
$$

or $\widehat{G}(\varphi(f, \lambda, u))=G(f, \lambda, u)-\varrho,(f, \lambda, u) \in \mathcal{U}_{3}(0) \times \mathcal{U}\left(\lambda_{0}, u_{0}\right)$, that is, $G-\varrho$ is $C^{p}$ - equivalent (right equivalent) at $\left(0, \lambda_{0}, u_{0}\right)$ to $\widehat{G}$ at $\left(0, \widehat{\lambda}_{0}, \widehat{u}_{0}\right)$.

We have $\widehat{G}(\widehat{f}, \widehat{\lambda}, \widehat{u})=G\left(\varphi^{-1}(\widehat{f}, \widehat{\lambda}, \widehat{u})\right)-\varrho=G\left(\Pi^{-1}(\widehat{f}), \varphi_{0}^{-1}(\widehat{\lambda}, \widehat{u})\right)-\varrho=$ $F\left(\varphi_{0}^{-1}(\widehat{\lambda}, \widehat{u})\right)-\sum_{i=1}^{q}\left(\Pi^{-1}\right)_{i}(\widehat{f}) \bar{a}_{i}-\varrho=\widehat{F}(\widehat{\lambda}, \widehat{u})-\sum_{i=1}^{q}\left(\Pi^{-1}\right)_{i}(\widehat{f}) \bar{a}_{i}$.

Let us introduce some new notations.
$(\widehat{g}, \widehat{\mu}, \widehat{w})=D \varphi(f, \lambda, u)(g, \mu, w)=\left(D \Pi(f) g, D \varphi_{0}(\lambda, u)(\mu, w)\right)$.
$(g, \mu, w)=D \varphi(f, \lambda, u)^{-1}(\widehat{g}, \widehat{\mu}, \widehat{w})=\left(D \Pi(f)^{-1} \widehat{g}, D \varphi_{0}(\lambda, u)^{-1}(\widehat{\mu}, \widehat{w})\right)$.
$D \Pi(f) g=\widehat{g}, g=D \Pi(f)^{-1} \widehat{g}$, with $D \Pi(f)^{-1} \widehat{g}=D\left(\Pi^{-1}\right)(\widehat{f}) \widehat{g}$ if $\widehat{f}=\Pi(f)$, for all $f$ in a small neighborhood of 0 .

$$
\begin{aligned}
& D \varphi_{0}(\lambda, u)(\mu, w)=\left(D \Lambda(\lambda) \mu, D \varphi_{*}(\lambda, u)(\mu, w)\right)=(\widehat{\mu}, \widehat{w}) \\
&\left(\widehat{g}_{i}, \widehat{\mu}_{i}, \widehat{w}_{i}\right)=D \varphi(f, \lambda, u)\left(g_{i}, \mu_{i}, w_{i}\right) . \\
&\left(0, \widehat{\mu}_{i, 0}, \widehat{w}_{i, 0}\right)=D \varphi\left(0, \lambda_{0}, u_{0}\right)\left(0, \mu_{i, 0}, w_{i, 0}\right)=\left(D \Pi(0) 0, D \varphi_{0}\left(\lambda_{0}, u_{0}\right)\left(\mu_{i, 0}, w_{i, 0}\right)\right) \\
&=\left(0, D \Lambda\left(\lambda_{0}\right) \mu_{i, 0}, D \varphi_{*}\left(\lambda_{0}, u_{0}\right)\left(\mu_{i, 0}, w_{i, 0}\right)\right) \\
&\left(\mu_{i, 0}, w_{i, 0}\right)=D \varphi_{0}\left(\lambda_{0}, u_{0}\right)^{-1}\left(\widehat{\mu}_{i, 0}, \widehat{w}_{i, 0}\right), 0=D \Pi(0)^{-1} 0 . \\
& \widehat{v}=D_{u} \varphi_{*}(\lambda, u) v, \widehat{v}_{k}=D_{u} \varphi_{*}(\lambda, u) v_{k}, \widehat{v}_{k, 0}=D_{u} \varphi_{*}\left(\lambda_{0}, u_{0}\right) v_{k, 0}, v_{k, 0}= \\
& D_{u} \varphi_{*}\left(\lambda_{0}, u_{0}\right)^{-1} \widehat{v}_{k, 0}, e_{k}=D\left(\bar{\Pi}^{-1}\right)(0) \widehat{e}_{k}, 0=D \bar{\Pi}(0)^{-1} 0 . \\
& \text { We have } \\
& D(G(f, \lambda, u)-\varrho)(g, \mu, w)=D \widehat{G}(\varphi(f, \lambda, u)) D \varphi(f, \lambda, u)(g, \mu, w)=D \widehat{G}(\widehat{f}, \widehat{\lambda}, \widehat{u})(\widehat{g}, \widehat{\mu}, \widehat{w}) \\
&= D \widehat{F}(\widehat{\lambda}, \widehat{u})(\widehat{\mu}, \widehat{w})-\sum_{i=1}^{q} D\left(\Pi^{-1}\right)_{i}(\widehat{f}) \widehat{g} \bar{a}_{i} \\
& D(F(\lambda, u)-\varrho)(\mu, w)=D \widehat{F}\left(\varphi_{0}(\lambda, u)\right) D_{0}(\lambda, u)(\mu, w)=D \widehat{F}(\widehat{\lambda}, \widehat{u})(\widehat{\mu}, \widehat{w}) . \\
& D_{u}(F(\lambda, u)-\varrho) v=D_{u} \widehat{F}\left(\varphi_{0}(\lambda, u)\right) v=D_{u} \widehat{F}\left(\Lambda(\lambda), \varphi_{*}(\lambda, u)\right) v=D_{\varphi_{*}} \widehat{F}\left(\varphi_{0}(\lambda, u)\right) D_{u} \varphi_{*}(\lambda, u) v \\
&= D_{\varphi_{*}} \widehat{F}(\widehat{\lambda}, \widehat{u}) \widehat{v}=D_{\widehat{u}} \widehat{F}(\widehat{\lambda}, \widehat{u}) \widehat{v}
\end{aligned}
$$

Let us consider a map $\widehat{H}: \mathbb{R}^{m} \times W \times \Delta \rightarrow Z$, of class $C^{p-1}$, defined locally, for $(\widehat{e}, \widehat{v}) \in \widehat{U}_{4}(0) \times \widehat{\mathcal{U}}_{2}\left(\widehat{u}_{0}\right)$, by

$$
\begin{equation*}
\widehat{H}(\widehat{\lambda}, \widehat{u},(\widehat{e}, \widehat{v}))=D_{\varphi_{*}} \widehat{F}(\widehat{\lambda}, \widehat{u}) \widehat{v}-\sum_{k=1}^{n} D\left(\bar{\Pi}^{-1}\right)_{k}(0) \widehat{e} \bar{b}_{k} \tag{6.5}
\end{equation*}
$$

We have

$$
\begin{align*}
& B\left(\Pi^{-1}(\widehat{f}), \varphi_{0}^{-1}(\widehat{\lambda}, \widehat{u})\right)-\theta_{0}=B(f, \lambda, u)-\theta_{0} \\
& \widehat{G}(\widehat{f}, \widehat{\lambda}, \widehat{u})=G(f, \lambda, u)-\varrho \\
& B\left(D \Pi(f)^{-1} \widehat{g}_{i}, D \varphi_{0}(\lambda, u)^{-1}\left(\widehat{\mu}_{i}, \widehat{w}_{i}\right)\right)-\delta_{i}^{q+m}=B\left(g_{i}, \mu_{i}, w_{i}\right)-\delta_{i}^{q+m}  \tag{6.6}\\
& D \widehat{G}(\widehat{f}, \widehat{\lambda}, \widehat{u})\left(\widehat{g}_{i}, \widehat{\mu}_{i}, \widehat{w}_{i}\right)=D(G(f, \lambda, u)-\varrho)\left(g_{i}, \mu_{i}, w_{i}\right) \\
& \overline{\mathcal{B}}\left(D\left(\bar{\Pi}^{-1}\right)(0) \widehat{e}_{k}, D_{u} \varphi_{*}\left(\lambda_{0}, u_{0}\right)^{-1} \widehat{v}_{k}\right)-\delta_{k}^{n}=\overline{\mathcal{B}}\left(e_{k}, v_{k}\right)-\delta_{k}^{n} \\
& \widehat{H}\left(\widehat{\lambda}, \widehat{u},\left(\widehat{e}_{k}, \widehat{v}_{k}\right)\right)=H\left(\lambda, u,\left(e_{k}, v_{k}\right)\right)
\end{align*}
$$

Let us define

$$
\begin{align*}
& \widehat{B}_{N}(\bar{f}, \bar{\lambda}, \bar{u})=B\left(\Pi^{-1}(\bar{f}), \varphi_{0}^{-1}(\bar{\lambda}, \bar{u})\right) \\
& \widehat{B}(\bar{g}, \bar{\mu}, \bar{w})=B\left(D \Pi(0)^{-1} \bar{g}, D \varphi_{0}\left(\lambda_{0}, u_{0}\right)^{-1}(\bar{\mu}, \bar{w})\right)  \tag{6.7}\\
& \widehat{\bar{B}}(\bar{e}, \bar{v})=\overline{\mathcal{B}}\left(D\left(\bar{\Pi}^{-1}\right)(0) \bar{e}, D_{u} \varphi_{*}\left(\lambda_{0}, u_{0}\right)^{-1} \bar{v}\right)
\end{align*}
$$

and

$$
\left.\widehat{S}: \Gamma \rightarrow \Sigma, \widehat{S}(\bar{s})=\left[\begin{array}{l}
\widehat{B}_{N}(\bar{f}, \bar{\lambda}, \bar{u})-\theta_{0}  \tag{6.8}\\
\widehat{G}(\bar{f}, \bar{\lambda}, \bar{u}) \\
\widehat{B}\left(\bar{g}_{i}, \bar{\mu}_{i}, \bar{w}_{i}\right)-\delta_{i}^{q+m} \\
D \widehat{G}(\bar{f}, \bar{\lambda}, \bar{u})\left(\bar{g}_{i}, \bar{u}_{i}, \bar{w}_{i}\right) \\
\widehat{\mathcal{B}}\left(\bar{e}_{k}, \bar{v}_{k}\right)-\delta_{k}^{n} \\
\widehat{H}\left(\bar{\lambda}, \bar{u},\left(\bar{e}_{k}, \bar{v}_{k}\right)\right)
\end{array}\right], \quad \begin{array}{l}
i=1, \ldots, q+m, \\
k=1, \ldots, n, \\
\end{array}\right]
$$

Let $\bar{s}_{0}=\left(\bar{x}_{0}, \bar{y}_{1,0}, \ldots, \bar{y}_{q+m, 0}, \overline{\mathrm{z}}_{1,0}, \ldots, \overline{\mathrm{z}}_{n, 0}\right), \bar{x}_{0}=\left(\bar{f}_{0}, \bar{\lambda}_{0}, \bar{u}_{0}\right)=\left(0, \widehat{\lambda}_{0}, \widehat{u}_{0}\right)$, $\bar{y}_{i, 0}=\left(\bar{g}_{i, 0}, \bar{\mu}_{i, 0}, \bar{w}_{i, 0}\right)=\left(0, \widehat{\mu}_{i, 0}, \widehat{w}_{i, 0}\right), \bar{z}_{k, 0}=\left(\bar{e}_{k, 0}, \bar{v}_{k, 0}\right)=\left(0, \widehat{v}_{k, 0}\right), i=$ $1, \ldots, q+m, k=1, \ldots, n$.

From (6.6), we obtain

$$
\begin{equation*}
\widehat{S}\left(\bar{s}_{0}\right)=S\left(s_{0}\right)=0 . \tag{6.9}
\end{equation*}
$$

Theorem 6.1. There exists a class of maps $C^{p}$ - equivalent (right equivalent) at $\left(\lambda_{0}, u_{0}\right)$ to $F(\cdot)-\varrho$ at $\left(\lambda_{0}, u_{0}\right)$ and that satisfies hypothesis (1.2) in ( $\lambda_{0}, u_{0}$ ).
Proof. There exists a local $C^{p}$ - diffeomorphism $\varphi_{0}$, as defined above, such that (6.2) takes place. We now apply Corollary 3.6 for the equation $\widehat{S}(\bar{s})$ $=0$ and for its solution $\bar{s}_{0}$. Hence, $\widehat{F}$ satisfies hypothesis (1.2) in $\left(\lambda_{0}, u_{0}\right)$. Taking all the local $C^{p}$ - diffeomorphism of the form of $\varphi_{0}, \widehat{F}$ becomes a representative of a class of maps $C^{p}$ - equivalent (right equivalent) at $\left(\lambda_{0}, u_{0}\right)$ to $F(\cdot)-\varrho$ at $\left(\lambda_{0}, u_{0}\right)$ and that satisfies hypothesis (1.2) in $\left(\lambda_{0}, u_{0}\right)$.

## 7. Bifurcation of the solutions of approximate equations

In this Section, under the hypothesis that the exact problem has a bifurcation point, we study the existence of an equation, defined on closed subspaces of the given spaces, which has a bifurcation point that approximates the exact one and has the same type as this one.
7.1. Approximate spaces and functions. Let us consider a closed subspace $W_{h}$ of $W$ and a closed subspace $Z_{h}$ of $Z$. The spaces $W_{h}$ and $Z_{h}$ are both finite-dimensional spaces, with $\operatorname{dim} W_{h}=\operatorname{dim} Z_{h}$, or they are both infinite-dimensional spaces. Let $F_{h} \in C^{p}\left(\mathbb{R}^{m} \times W_{h}, Z_{h}\right)$ be an approximation of the function $F$ that defines equation (1.1). $h$ is a positive parameter.

The mathematical entities are the same in the exact case and in the approximate case, depending on the Banach spaces only. This is why, in the approximate case, we maintain the notations from the exact case and adjoin an index $h$. The entities $W, Z, F,(\lambda, u), X, Y, x, x_{0}=\left(f_{0}, \lambda_{0}, u_{0}\right)$, $\widetilde{x}_{0}, \ldots$, from the infinite-dimensional case, become $W_{h}, Z_{h}, F_{h},\left(\lambda_{h}, u_{h}\right), X_{h}$, $Y_{h}, x_{h}, x_{0 h}=\left(f_{0 h}, \lambda_{0 h}, u_{0 h}\right), \widetilde{x}_{0 h}, \ldots$, respectively, in the approximate case.

Let $\pi_{h}^{W}: W \rightarrow W_{h}$ and $\pi_{h}^{Z} \in L\left(Z, Z_{h}\right)$ be two operators. As a conclusion of the conditions used to relate the exact spaces and the approximate spaces in the literature [6, $7, ~ 8, ~ 99, ~ 11, ~ 12, ~ 13, ~ 17, ~ 18, ~ 23, ~ 29, ~ 39, ~ 43, ~[55, ~ 62, ~ 67, ~ 68], ~$ we assume that $\pi_{h}^{Z}$ has the following property

$$
\begin{equation*}
\left\|\bar{a}-\pi_{h}^{Z} \bar{a}\right\|_{Z} \leq C\|\bar{a}\|_{Z}, \forall \bar{a} \in Z, \text { where } C<1 \tag{7.1}
\end{equation*}
$$

Let $\bar{a}_{i h}=\pi_{h}^{Z} \bar{a}_{i}, i=1, \ldots, q, \bar{b}_{k h}=\pi_{h}^{Z} \bar{b}_{k}, k=1, \ldots, n, Z_{1, h}=\operatorname{sp}\left\{\bar{a}_{1 h}, \ldots, \bar{a}_{q h}\right\}$, $Z_{3, h}=\operatorname{sp}\left\{\bar{b}_{1 h}, \ldots, \bar{b}_{n h}\right\}$. Let $I_{N}$ be the identity operator on $\mathbb{R}^{N}, N \geq 1$, and $\widetilde{f}_{h}=I_{q} f, \widetilde{g}_{h}=I_{q} g \in \mathbb{R}^{q}, \widetilde{e}_{h}=I_{n} e \in \mathbb{R}^{n}, \widetilde{\lambda}_{h}=I_{m} \lambda, \widetilde{\mu}_{h}=I_{m} \mu \in \mathbb{R}^{m}$, $\widetilde{u}_{h}=\pi_{h}^{W} u, \widetilde{w}_{h}=\pi_{h}^{W} w, \widetilde{v}_{h}=\pi_{h}^{W} v \in W_{h}$. Since $f_{0}=0, g_{i, 0}=0, e_{k, 0}=0$, we take $\widetilde{f}_{0 h}=0, \widetilde{g}_{i, 0, h}=0, \widetilde{e}_{k, 0, h}=0$.
Lemma 7.1. (i) For every $\bar{a} \in Z, \bar{a} \neq 0$, we have $\pi_{h}^{Z} \bar{a} \neq 0$. (ii) Assume that the elements $\bar{a}_{1}, \ldots, \bar{a}_{k} \in Z$ form a linearly independent set. Then, the elements $\bar{a}_{1 h}, \ldots, \bar{a}_{k h} \in Z_{h}$ form a linearly independent set.
Proof. (i) If there exists $\bar{a} \neq 0$ such that $\pi_{h}^{Z} \bar{a}=0$, then we deduce from (7.1) that $1 \leq C$. This contradicts the condition $C<1$.
(ii) Suppose that $\bar{a}_{1 h}, \ldots, \bar{a}_{q h}$ form a linearly dependent set, therefore there exists $f^{\prime}=\left(\left(f^{\prime}\right)^{1}, \ldots,\left(f^{\prime}\right)^{q}\right) \in \mathbb{R}^{q}, f^{\prime} \neq 0$ and $\sum_{i=1}^{q}\left(f^{\prime}\right)^{i} \bar{a}_{i h}=0$. Then, $\sum_{i=1}^{q}\left(f^{\prime}\right)^{i} \bar{a}_{i} \neq 0$. This contradicts the condition (i) since $\pi_{h}^{Z}\left(\sum_{i=1}^{q}\left(f^{\prime}\right)^{i} \bar{a}_{i}\right)$ $=\sum_{i=1}^{q}\left(f^{\prime}\right)^{i} \bar{a}_{i h}=0$.

Introduce the function of class $C^{p}$,

$$
G_{h}: X_{h} \rightarrow Z_{h}, G_{h}\left(x_{h}\right)=F_{h}\left(\lambda_{h}, u_{h}\right)-\sum_{i=1}^{q} f_{h}^{i} \bar{a}_{i h}
$$

and the function of class $C^{p-1}$,

$$
H_{h}: \mathbb{R}^{m} \times W_{h} \times \Delta_{h} \rightarrow Z_{h}, H_{h}\left(\lambda_{h}, u_{h}, \mathrm{z}_{h}\right)=D_{u} F_{h}\left(\lambda_{h}, u_{h}\right) v_{h}-\sum_{k=1}^{n} e_{h}^{k} \bar{b}_{k h}
$$

Introduce two operators $B_{h}, B_{h} \in L\left(X_{h}, \mathbb{R}^{q+m}\right)$ and $\overline{\mathcal{B}}_{h} \in L\left(\Delta_{h}, \mathbb{R}^{n}\right)$ that approximate the operators $B$ and $\overline{\mathcal{B}}$, respectively. $\widetilde{\theta}_{0 h}=B_{h}\left(\widetilde{x}_{0 h}\right)$ and

$$
\Psi_{h}: X_{h} \rightarrow Y_{h}, \Psi_{h}\left(x_{h}\right)=\left[\begin{array}{l}
B_{h}\left(x_{h}\right)-\tilde{\theta}_{0 h}  \tag{7.2}\\
G_{h}\left(x_{h}\right)
\end{array}\right]
$$

We have $D \Psi_{h}\left(x_{h}\right) y_{h}=\left[B_{h}\left(y_{h}\right), D G_{h}\left(x_{h}\right) y_{h}\right]^{T}$. We also define

$$
\begin{gather*}
\Phi_{G, h}\left(x_{h}, \cdot\right): X_{h} \rightarrow Y_{h}, \Phi_{G, h}\left(x_{h}, y_{h}\right)=\left[B_{h}\left(y_{h}\right), D G_{h}\left(x_{h}\right) y_{h}\right]^{T}  \tag{7.3}\\
\Phi_{H, h}\left(x_{h}, \cdot\right): \Delta_{h} \rightarrow \Sigma_{h}, \Phi_{H, h}\left(x_{h}, \mathrm{z}_{h}\right)=\left[\overline{\mathcal{B}}_{h}\left(\mathrm{z}_{h}\right), H_{h}\left(\lambda_{h}, u_{h}, \mathrm{z}_{h}\right)\right]^{T} .
\end{gather*}
$$

Remark 7.2. In 18, the approximate equations are constructed on the same spaces as the exact equation and the exact operator $B$ is maintained in the approximate case.
7.2. Some sufficient conditions for $\Phi_{G, h}\left(\widetilde{x}_{0 h}, \cdot\right)$ and $\Phi_{H, h}\left(\widetilde{x}_{0 h}, \cdot\right)$ to be isomorphisms. Assume the following hypotheses:
(7.5) there exists an isomorphism $\mathcal{J}$ of $W$ onto $Z$ such that $\mathcal{J}\left(W_{h}\right)=Z_{h}$,
(7.6) there exists $\eta_{1}>0$ such that, for every $x_{h} \in X_{h}$, we have

$$
\left\|B x_{h}-B_{h} x_{h}\right\|_{\mathbb{R}^{q+m}} \leq \eta_{1}\left\|x_{h}\right\|_{X_{h}}
$$

(There exists $\eta_{2}>0$ such that, for every $\left(\lambda_{h}, u_{h}\right) \in \mathbb{R}^{m} \times W_{h}$, we have $\left\|\pi_{h}^{Z} D F\left(\lambda_{0}, u_{0}\right)\left(\lambda_{h}, u_{h}\right)-D F_{h}\left(\widetilde{\lambda}_{0 h}, \widetilde{u}_{0 h}\right)\left(\lambda_{h}, u_{h}\right)\right\|_{Z_{h}} \leq \eta_{2}\left\|\left(\lambda_{h}, u_{h}\right)\right\|_{\mathbb{R}^{m} \times W_{h}}$,
(7.8) there exists $\eta_{3}>0$ such that, for every $\mathrm{z}_{h} \in \Delta_{h}$, we have

$$
\left\|\overline{\mathcal{B}} \mathrm{z}_{h}-\overline{\mathcal{B}}_{h} \mathrm{z}_{h}\right\|_{\mathbb{R}^{n}} \leq \eta_{3}\left\|\mathrm{z}_{h}\right\|_{\Delta_{h}}
$$

(7.9) there exists $\eta_{4}>0$ such that, for every $v_{h} \in W_{h}$, we have

$$
\left\|\pi_{h}^{Z} D_{u} F\left(\lambda_{0}, u_{0}\right) v_{h}-D_{u} F_{h}\left(\widetilde{\lambda}_{0 h}, \widetilde{u}_{0 h}\right) v_{h}\right\|_{Z_{h}} \leq \eta_{4}\left\|v_{h}\right\|_{W_{h}}
$$

Lemma 7.3. (60]) Let $E, F$ be two Banach spaces and let $T, S \in L(E, F)$. If the operator $T$ is bijective and $\left\|T^{-1}\right\|_{L(F, E)}\|T-S\|_{L(E, F)}<1$, then the operator $S$ is bijective and $\left\|S^{-1}\right\|_{L(F, E)} \leq(1-q)^{-1}\left\|T^{-1}\right\|_{L(F, E)}, \forall q \in \mathbb{R}$ that satisfies $\left\|T^{-1}\right\|_{L(F, E)}\|T-S\|_{L(E, F)} \leq q<1$.

The following Theorem 7.4 and its proof are the adaptation, to our conditions, of Theorem XIV.1.1 and of its proof from [43].

Let us denote $q_{G, 1}=C\left(\left\|D F\left(\lambda_{0}, u_{0}\right)\right\|_{L\left(\mathbb{R}^{m} \times W, Z\right)}+\sum_{i=1}^{q}\left\|\bar{a}_{i}\right\|_{Z}+\|\mathcal{J}\|_{L(W, Z)}\right)$, $q_{G, 2}=\eta_{1}+\eta_{2}+C\|\mathcal{J}\|_{L(W, Z)}, q_{G}=q_{G, h}=\left(q_{G, 1}+q_{G, 2}\right)\left\|\Phi_{G}\left(x_{0}, \cdot\right)^{-1}\right\|_{L(Y, X)}$, $q_{H, 1}=C\left(\left\|D_{u} F\left(\lambda_{0}, u_{0}\right)\right\|_{L(W, Z)}+\sum_{k=1}^{n}\left\|\bar{b}^{k}\right\|_{Z}+\|\mathcal{J}\|_{L(W, Z)}\right), q_{H, 2}=\eta_{3}+$ $\eta_{4}+C\|\mathcal{J}\|_{L(W, Z)}, q_{H}=q_{H, h}=\left(q_{H, 1}+q_{H, 2}\right)\left\|\Phi_{H}\left(x_{0}, \cdot\right)^{-1}\right\|_{L(\Sigma, \Delta)}$.
Theorem 7.4. (i) Suppose that Hypotheses (1.2), (7.1), (7.5) - 7.7) hold. If

$$
\begin{equation*}
q_{G}=q_{G, h}=\left(q_{G, 1}+q_{G, 2}\right)\left\|\Phi_{G}\left(x_{0}, \cdot\right)^{-1}\right\|_{L(Y, X)}<1 \tag{7.10}
\end{equation*}
$$

then $\Phi_{G, h}\left(\widetilde{x}_{0 h}, \cdot\right)$ is an isomorphism of $X_{h}$ onto $Y_{h}$ and

$$
\begin{equation*}
\left\|\Phi_{G, h}\left(\widetilde{x}_{0 h}, \cdot\right)^{-1}\right\|_{L\left(Y_{h}, X_{h}\right)} \leq\left(1-q_{G}\right)^{-1}\left\|\Phi_{G}\left(x_{0}, \cdot\right)^{-1}\right\|_{L(Y, X)} \tag{7.11}
\end{equation*}
$$

(ii) Suppose that Hypotheses (1.2), (7.1), (7.5), (7.8), 7.9) hold. If

$$
\begin{equation*}
q_{H}=q_{H, h}=\left(q_{H, 1}+q_{H, 2}\right)\left\|\Phi_{H}\left(x_{0}, \cdot\right)^{-1}\right\|_{L(\Sigma, \Delta)}<1 \tag{7.12}
\end{equation*}
$$

then $\Phi_{H, h}\left(\widetilde{x}_{0 h}, \cdot\right)$ is an isomorphism of $\Delta_{h}$ onto $\Sigma_{h}$ and

$$
\begin{equation*}
\left\|\Phi_{H, h}\left(\widetilde{x}_{0 h}, \cdot\right)^{-1}\right\|_{L\left(\Sigma_{h}, \Delta_{h}\right)} \leq\left(1-q_{H}\right)^{-1}\left\|\Phi_{H}\left(x_{0}, \cdot\right)^{-1}\right\|_{L(\Sigma, \Delta)} \tag{7.13}
\end{equation*}
$$

Proof. Since (1.2) holds, from the discussion on (2.6), as in [18, we have that $\Phi_{G}\left(x_{0}, \cdot\right)$ is an isomorphism of $X$ onto $Y$. From Theorem 3.5(ii) and Lemma 3.3, $\Phi_{H}\left(x_{0}, \cdot\right)$ is an isomorphism of $\Delta$ onto $\Sigma$.
(i) Define $\widehat{\mathcal{J}}: X \rightarrow Y, \widehat{\jmath} x=\left[I_{q+m}(f, \lambda), \mathcal{J} u\right]^{T}$. From the hypothesis (7.5), there results that $\widehat{\mathscr{f}}$ is an isomorphism of $X$ onto $Y$ such that $\widehat{\mathfrak{f}}\left(X_{h}\right)=Y_{h}$.

Let $\mathcal{J}_{h}$ be the restriction of $\mathcal{J}$ to $W_{h}$ and let $\widehat{\mathscr{J}}_{h}$ be the restriction of $\widehat{\mathscr{J}}$ to $X_{h}, \widehat{\mathcal{J}}_{h} x=\left[\left.I_{q+m}\right|_{X_{h}}(f, \lambda), \mathcal{J}_{h} u\right]^{T}$. We have $\mathcal{J}_{h}\left(W_{h}\right)=Z_{h}$ and $\widehat{\mathcal{J}}_{h}\left(X_{h}\right)=Y_{h}$. Let $\Pi_{h}=\left(I_{q+m}, \pi_{h}^{Z}\right) \in L\left(Y, Y_{h}\right)$.

Let $\mathcal{T}=\left(\mathcal{T}_{B}, \mathcal{T}_{G}\right), \widetilde{\mathfrak{T}}=\left(\widetilde{\mathfrak{T}}_{B}, \widetilde{\mathfrak{T}}_{G}\right) \in L(X, Y)$ and $\widetilde{\mathscr{T}}_{h}=\left(\widetilde{\mathcal{T}}_{h, B}, \widetilde{\mathfrak{T}}_{h, G}\right), \mathfrak{T}_{h}$ $=\left(\mathcal{T}_{h, B}, \mathcal{T}_{h, G}\right) \in L\left(X_{h}, Y_{h}\right)$ defined by

$$
\begin{align*}
& \mathcal{T}=\Phi_{G}\left(x_{0}, \cdot\right)=\widehat{\mathfrak{J}}+\left(\Phi_{G}\left(x_{0}, \cdot\right)-\widehat{\mathfrak{J}}\right),  \tag{7.14}\\
& \widetilde{\mathfrak{T}}=\widehat{\mathcal{J}}+\Pi_{h}\left(\Phi_{G}\left(x_{0}, \cdot\right)-\widehat{\mathcal{J}}\right), \\
& \widetilde{\mathcal{T}}_{h}=\widehat{\mathcal{J}}_{h}+\Pi_{h}\left(\Phi_{G}\left(x_{0}, \cdot\right)-\widehat{\mathcal{J}}_{h}\right), \\
& \mathcal{T}_{h}=\Phi_{G, h}\left(\widetilde{x}_{0 h}, \cdot\right)=\widehat{\mathcal{J}}_{h}+\left(\Phi_{G, h}\left(\widetilde{x}_{0 h}, \cdot\right)-\widehat{\mathcal{J}}_{h}\right) .
\end{align*}
$$

Define the first component of the operators $\mathcal{T}, \widetilde{\mathcal{T}}, \widetilde{T}_{h}, \mathcal{T}_{h}$ :
$\mathcal{T}_{B} x=B x=I_{q+m}(f, \lambda)+\left(B x-I_{q+m}(f, \lambda)\right)$,
$\widetilde{\mathcal{T}}_{B} x=I_{q+m}(f, \lambda)+I_{q+m}\left(B x-I_{q+m}(f, \lambda)\right)$,
$\widetilde{\mathfrak{T}}_{h, B} x=I_{q+m}(f, \lambda)+I_{q+m}\left(B x-I_{q+m}(f, \lambda)\right)$,
$\mathcal{T}_{h, B} x=B_{h} x=I_{q+m}(f, \lambda)+\left(B_{h} x-I_{q+m}(f, \lambda)\right)$.
Define the second component of the operators $\mathcal{T}, \widetilde{\mathcal{T}}, \widetilde{\mathcal{T}}_{h}, \mathcal{T}_{h}$ :
$\mathcal{T}_{G} x=D G\left(x_{0}\right) x=\mathcal{J} u+\left(D F\left(\lambda_{0}, u_{0}\right)(\lambda, u)-\sum_{i=1}^{q} f^{i} \bar{a}_{i}-\mathcal{J} u\right)$,
$\widetilde{\mathcal{T}}_{G} x=\mathcal{J} u+\pi_{h}^{Z} \operatorname{DF}\left(\lambda_{0}, u_{0}\right)(\lambda, u)-\pi_{h}^{Z}\left(\sum_{i=1}^{q} f^{i} \bar{a}_{i}\right)-\pi_{h}^{Z} \mathcal{J} u$,
$\widetilde{\mathcal{T}}_{h, G} x=\mathcal{J}_{h} u+\pi_{h}^{Z} \operatorname{DF}\left(\lambda_{0}, u_{0}\right)(\lambda, u)-\sum_{i=1}^{q} f^{i} \bar{a}_{i h}-\pi_{h}^{Z} \mathcal{J}_{h} u$,
$\mathcal{T}_{h, G} x=D G_{h}\left(\widetilde{x}_{0 h}\right) x=\mathcal{J}_{h} u+\left(D F_{h}\left(\widetilde{\lambda}_{0 h}, \widetilde{u}_{0 h}\right)(\lambda, u)-\sum_{i=1}^{q} f^{i} \bar{a}_{i h}-\mathcal{J}_{h} u\right)$, where $\pi_{h}^{Z}\left(\sum_{i=1}^{q} f^{i} \bar{a}_{i}\right)=\sum_{i=1}^{q} f^{i} \pi_{h}^{Z} \bar{a}_{i}=\sum_{i=1}^{q} f^{i} \bar{a}_{i h}$.

Let $\bar{x} \in X$. We denote $\mathcal{L}_{G, 0} \bar{x}=\operatorname{DF}\left(\lambda_{0}, u_{0}\right)(\bar{\lambda}, \bar{u})-\sum_{i=1}^{q} \bar{f}^{i} \bar{a}_{i}-\mathcal{J} \bar{u}$. We have, using (7.1), that $\|(\mathcal{T}-\widetilde{\mathcal{T}}) \bar{x}\|_{Y} \leq\left\|\left(I_{Z}-\pi_{h}^{Z}\right) \mathcal{L}_{G, 0} \bar{x}\right\|_{Z} \leq C\left\|\mathcal{L}_{G, 0} \bar{x}\right\|_{Z}$. Using (7.10), there results

$$
\begin{equation*}
\|\mathcal{T}-\widetilde{\mathfrak{T}}\|_{L(X, Y)}=\sup _{x \in X,\|x\|_{X} \leq 1}\|(\mathcal{T}-\widetilde{\mathcal{T}}) x\|_{Y} \leq q_{G, 1}<\left\|\mathcal{T}^{-1}\right\|_{L(Y, X)}^{-1} \tag{7.15}
\end{equation*}
$$

Applying Lemma 7.3, since $\mathcal{T}=\Phi_{G}\left(x_{0}, \cdot\right)$ is an isomorphism of $X$ onto $Y$, there results that $\widetilde{\mathcal{T}}$ is an isomorphism of $X$ onto $Y$ and

$$
\begin{equation*}
\left\|\widetilde{\mathcal{T}}^{-1}\right\|_{L(Y, X)} \leq\left(1-q_{G, 1}\left\|\mathcal{T}^{-1}\right\|_{L(Y, X)}\right)^{-1}\left\|\mathcal{T}^{-1}\right\|_{L(Y, X)} \tag{7.16}
\end{equation*}
$$

If $x_{h}^{\prime}=\widetilde{\mathcal{T}}^{-1} \zeta_{h}$, then $\widetilde{\mathfrak{T}} x_{h}^{\prime}=\zeta_{h}$ or $\widehat{\mathcal{J}} x_{h}^{\prime}+\Pi_{h}\left(\Phi_{G}\left(x_{0}, x_{h}^{\prime}\right)-\widehat{\mathcal{J}} x_{h}^{\prime}\right)=\zeta_{h}$ or $\widehat{\jmath} x_{h}^{\prime}=\zeta_{h}-\Pi_{h}\left(\Phi_{G}\left(x_{0}, x_{h}^{\prime}\right)-\widehat{\jmath} x_{h}^{\prime}\right)$, where $\zeta_{h} \in Y_{h}$ and $\Pi_{h}\left(\Phi_{G}\left(x_{0}, x_{h}^{\prime}\right)-\right.$ $\left.\widehat{\jmath} x_{h}^{\prime}\right) \in Y_{h}$. So $x_{h}^{\prime}=\widehat{\jmath}^{-1}\left(\zeta_{h}-\Pi_{h}\left(\Phi_{G}\left(x_{0}, x_{h}^{\prime}\right)-\widehat{\jmath} x_{h}^{\prime}\right)\right) \in X_{h}$, since $\widehat{\mathcal{J}}\left(X_{h}\right)$
$=Y_{h}$. There results that the operator $\widetilde{\mathcal{T}}$ has the property that if $\zeta_{h} \in Y_{h}$, then $\widetilde{T}^{-1} \zeta_{h} \in X_{h}$.

Let us consider the operator $\widetilde{T}_{h}$. We have: $\forall x_{h} \in X_{h}, \widetilde{T}_{h} x_{h}=\widetilde{\mathcal{T}} x_{h}$. It follows that the operator $\widetilde{\mathcal{T}}_{h}$ has a continuous inverse that coincides with $\widetilde{\mathcal{T}}^{-1}$ on $Y_{h}$ and

$$
\begin{equation*}
\left\|\widetilde{\mathcal{T}}_{h}^{-1}\right\|_{L\left(Y_{h}, X_{h}\right)} \leq\left\|\widetilde{\mathcal{T}}^{-1}\right\|_{L(Y, X)} \tag{7.17}
\end{equation*}
$$

It follows that $\widetilde{T}_{h}$ is an isomorphism of $X_{h}$ onto $Y_{h}$.
Let $x_{h}$ be an arbitrary element in $X_{h}$. We have $\left\|\left(\widetilde{\mathcal{T}}_{h}-\mathcal{T}_{h}\right) x_{h}\right\|_{Y_{h}}=$ $\left\|\left(\left.B\right|_{X_{h}}-B_{h}\right) x_{h}\right\|_{\mathbb{R}^{q+m}}+\|\left[\pi_{h}^{Z} D F\left(\lambda_{0}, u_{0}\right)-D F_{h}\left(\widetilde{\lambda}_{0 h}, \widetilde{u}_{0 h}\right)\right]\left(\lambda_{h}, u_{h}\right)+\left(I_{Z}-\right.$ $\left.\pi_{h}^{Z}\right) \mathcal{J}_{h} u_{h} \|_{Z_{h}}$. Using (7.1), (7.6) and (7.7), there results

$$
\begin{equation*}
\left\|\widetilde{\mathcal{T}}_{h}-\mathcal{T}_{h}\right\|_{L\left(X_{h}, Y_{h}\right)}=\sup _{x_{h} \in X_{h},\left\|x_{h}\right\|_{X_{h}} \leq 1}\left\|\left(\widetilde{\mathcal{T}}_{h}-\mathcal{T}_{h}\right) x_{h}\right\|_{Y_{h}} \leq q_{G, 2} \tag{7.18}
\end{equation*}
$$

We have $\left\|\widetilde{\mathcal{T}}_{h}^{-1}\right\|_{L\left(Y_{h}, X_{h}\right)}\left\|\widetilde{\mathcal{T}}_{h}-\mathcal{T}_{h}\right\|_{L\left(X_{h}, Y_{h}\right)} \leq q_{G, 2}\left\|\tilde{\mathcal{T}}_{h}^{-1}\right\|_{L\left(Y_{h}, X_{h}\right)} \leq q_{G, 2}\left\|\tilde{\mathcal{T}}^{-1}\right\|_{L(Y, X)}$ $\leq r<1$, where $r=\left(1-q_{G, 1}\left\|\mathcal{T}^{-1}\right\|_{L(Y, X)}\right)^{-1} q_{G, 2}\left\|\mathcal{T}^{-1}\right\|_{L(Y, X)}$, using (7.17),
(7.16) and (7.10). Applying Lemma 7.3, since $\widetilde{\mathcal{T}}_{h}$ is an isomorphism of $X_{h}$ onto $Y_{h}$, it follows that $\mathcal{T}_{h}=\Phi_{G, h}\left(\widetilde{x}_{0 h}, \cdot\right)$ is an isomorphism of $X_{h}$ onto $Y_{h}$ and

$$
\left\|\mathcal{T}_{h}^{-1}\right\|_{L\left(Y_{h}, X_{h}\right)} \leq(1-r)^{-1}\left\|\widetilde{T}_{h}^{-1}\right\|_{L\left(Y_{h}, X_{h}\right)}
$$

whence, using (7.17) and (7.16), we deduce

$$
\left\|\mathcal{T}_{h}^{-1}\right\|_{L\left(Y_{h}, X_{h}\right)} \leq\left[1-\left(q_{G, 1}+q_{G, 2}\right)\left\|\Phi_{G}\left(x_{0}, \cdot\right)^{-1}\right\|_{L(Y, X)}\right]^{-1}\left\|\mathcal{T}^{-1}\right\|_{L(Y, X)}
$$

so (7.11).

Corollary 7.5. Let us adjoin the index $h$ to $C$ and $\eta_{k}$ in order to indicate the dependence on $h$. Assume that

$$
\begin{equation*}
\lim _{h \rightarrow 0} C_{h}=0, \lim _{h \rightarrow 0} \eta_{k, h}=0, k=1,2,3,4 \tag{7.19}
\end{equation*}
$$

Then, there exists a real $h_{0}>0$ such that for all $h, h \leq h_{0}, q_{G, h}<1$ and $q_{H, h}<1$.

### 7.3. Existence of an approximate bifurcation problem.

Theorem 7.6. Assume that the exact problem (1.1) has a bifurcation point $\left(\lambda_{0}, u_{0}\right)$ that satisfies hypothesis (1.2). Assume that, for some fixed $h$, the hypotheses of Theorem 7.4 and of Theorem 5.4 for the approximate case are satisfied. Then, there exists an approximate equation (7.20),

$$
\begin{equation*}
F_{h}\left(\lambda_{h}, u_{h}\right)-\varrho_{h}=0 \tag{7.20}
\end{equation*}
$$

which is of the form of (5.28). The solution $\left(\lambda_{0 h}, u_{0 h}\right)$ of (7.20) has the same type as the solution $\left(\lambda_{0}, u_{0}\right)$ of equation (1.1). $\left(\lambda_{0 h}, u_{0 h}\right)$ satisfies the hypothesis (1.2). The radii $a_{h}^{*}$ and $b_{h}^{*}$ depend on $h$. Theorem 6.1 holds, that is, there exists a class of maps $C^{p}$ - equivalent (right equivalent) at $\left(\widehat{\lambda}_{0 h}, \widehat{u}_{0 h}\right)=\left(\lambda_{0 h}, u_{0 h}\right)$ to $F_{h}(\cdot)-\varrho_{h}$ at $\left(\lambda_{0 h}, u_{0 h}\right)$ and that satisfies the hypothesis (1.2) in $\left(\widehat{\lambda}_{0 h}, \widehat{u}_{0 h}\right)=\left(\lambda_{0 h}, u_{0 h}\right)$.

Proof. The construction related to $\left(\lambda_{0}, u_{0}\right)$, from [18], presented in Section 2, and the construction from Section 3lead to the statement (i) of Theorem 3.5 and, then, equivalently, to the statement (ii) of Theorem 3.5.

Using Lemma 3.3, there results that $\Phi_{G}\left(x_{0}, \cdot\right)=D \Psi(x)$ is an isomorphism of $X$ onto $Y, \Phi_{H}\left(x_{0}, \cdot\right)$ is an isomorphism of $\Delta$ onto $\Sigma$.

Using Theorem 7.4 and Lemma 3.3, we obtain that $D \Psi_{h}\left(\widetilde{x}_{0 h}\right)$ is an isomorphism of $X_{h}$ onto $Y_{h}$ and $D S_{h}\left(\widetilde{s}_{0, h}\right)$ is an isomorphism of $\Gamma_{h}$ onto $\Sigma_{h}$.

We now apply Theorem 5.4 for the case of the approximate formulation.

In the following Theorem, we formulate conditions similar to those from Theorem IV.3.2, page 304, and Theorem IV.3.7, page 312, [29], and Corollary 3.1 , page 52 , [18].
Theorem 7.7. Assume that the exact problem has a bifurcation point that satisfies the statement (i) of Theorem 3.5. Assume the hypotheses of Corollary 7.5. Let $\alpha$ be an arbitrarily small fixed positive number, $0<\alpha<1$, $\alpha \neq \frac{1}{2}$. Let $h_{0}$ be the real from Corollary 7.5. Consider, for each $h, h \leq h_{0}$, the mappings $\mathcal{G}_{h}$ and $Q_{h}$ given by (5.7) and (5.8).

For all $h \leq h_{0}$, we take $\kappa_{h}=\operatorname{reg} \mathcal{A}_{h}$ and $M_{h}>\left\|D \mathcal{G}_{h}\left(\widetilde{s}_{0, h}, \widetilde{\phi}_{0, h}^{\prime}\right)\right\|$. Let $L_{h}(\varepsilon)=\widetilde{L}\left(\mathcal{G}_{h},\left(\widetilde{s}_{0, h}, \widetilde{\phi}_{0, h}^{\prime}\right),\left(s_{h}, \phi_{h}^{\prime}\right), \varepsilon, \Gamma_{h} \times \Gamma_{h}, \Sigma_{h}\right)$, where we use (2.12). Define $\kappa=\sup _{h \leq h_{0}} \kappa_{h}, c_{h}=\frac{1-\kappa L_{h}(\varepsilon)}{\kappa}, \widehat{a}=\sup _{h \leq h_{0}} \max \left\{\left\|a_{1 h}\right\|, \ldots,\left\|a_{q h}\right\|\right.$, $\left.\left\|b_{1 h}\right\|, \ldots,\left\|b_{n h}\right\|\right\}, M=\sup _{h \leq h_{0}} M_{h}$ and $\delta_{h}=\left\|\mathcal{G}_{h}\left(\widetilde{s}_{0, h}, \widetilde{y}_{0 h}^{\prime}\right)\right\|$.

Assume that

$$
\begin{gather*}
\lim _{h \rightarrow 0} \delta_{h}=0  \tag{7.21}\\
\lim _{\beta \rightarrow 0}\left(\sup _{h \leq h_{0}} L_{h}(\beta)\right)=0 . \tag{7.22}
\end{gather*}
$$

Assume that $D \Psi_{h}\left(\widetilde{x}_{0 h}\right)$ is an isomorphism of $X_{h}$ onto $Y_{h}$ and $D S_{h}\left(\widetilde{s}_{0, h}\right)$ is an isomorphism of $\Gamma_{h}$ onto $\Sigma_{h}$.

Then, there exists $h_{1}>0, h_{1} \leq h_{0}$, such that $\forall h \leq h_{1}$, Theorem 5.4 and Theorem 7.6 are applied with $\varepsilon, \tau$ and $a^{*}=a_{h}^{*}$ that do not depend on $h$ (they are constants). The reals $\tau, a^{*}, b^{*}$ and the condition (5.25) from Theorem 5.4 are given by $\tau, a_{h}^{*}, b_{h}^{*}$, from (5.38) - (5.40) for $\mathcal{G}_{h}$, and (7.23) respectively,

$$
\begin{equation*}
\delta_{h} \leq \frac{1}{2} \cdot \frac{1}{2 \kappa} \cdot a_{h}^{*}<\frac{1}{2} \cdot b_{h}^{*}, \quad \forall h \leq h_{1} . \tag{7.23}
\end{equation*}
$$

Let $s_{0 h}$ be the solution of the equation (5.27) written in this case for a fixed index $h$. We have

$$
\begin{equation*}
\left\|\left(\lambda_{0}, u_{0}\right)-\left(\lambda_{0 h}, u_{0 h}\right)\right\| \leq C_{0}\left\|s_{0}\right\|+\left[\gamma_{h} /\left(1-\gamma_{h} L_{S_{h}}(a)\right] \cdot\left\|S_{0, h}\left(\widetilde{s}_{0, h}\right)\right\|_{\Sigma_{h}}\right. \tag{7.24}
\end{equation*}
$$

where $S_{0, h}$ is $S_{0}$ in the approximate case. $C_{0}$ results using (7.1) for $\| s_{0}-$ $\widetilde{s}_{0, h}\left\|\leq C_{0}\right\| s_{0} \|$.

## Proof of Theorem 7.7

Proof. (7.22) implies that we can take an $\varepsilon>0$ such that

$$
\begin{equation*}
2 \kappa L_{h}(\varepsilon)+2 \kappa \alpha \widehat{a}<1, \forall h \leq h_{0} \tag{7.25}
\end{equation*}
$$

that is, (5.23), $\forall h \leq h_{0}$.
Remark that $\varepsilon$ do not depend on $h$ (for $h \leq h_{0}$ ).
For each $c_{h}$, we have (5.42).
(7.21) assures that condition (5.25) is satisfied. Then, we apply Theorem

## 5.4.

We use (5.38) - (5.40) from Lemma 5.7 (ii) applied to $\mathcal{G}_{h} . \varepsilon, \tau$ and $a_{h}^{*}$ do not depend on $h$ (they are constants).

Let us remark that, for condition I from Theorem [2.3, using (5.42), we propose that

$$
\begin{equation*}
\frac{1}{c_{h}} \delta_{h}<2 \kappa \delta_{h} \leq \frac{1}{2} a^{*}<a^{*}\left(1-\lambda_{h}\right) . \tag{7.26}
\end{equation*}
$$

From (7.26), for condition I, we impose (7.23).
We have
$\left\|\left(\lambda_{0}, u_{0}\right)-\left(\lambda_{0 h}, u_{0 h}\right)\right\| \leq\left\|s_{0}-s_{0 h}\right\| \leq\left\|s_{0}-\widetilde{s}_{0, h}\right\|+\left\|\widetilde{s}_{0, h}-s_{0 h}\right\| \leq C_{0}\left\|s_{0}\right\|$
$+\left\|\widetilde{s}_{0, h}-s_{0 h}\right\|$. We use (5.32). We obtain (7.24).

Lemma 7.8. Let $\delta_{h}=\left\|\mathcal{G}_{h}\left(\widetilde{s}_{0, h}, \widetilde{y}_{0 h}^{\prime}\right)\right\|=\left\|S_{h}\left(\widetilde{s}_{0, h}\right)\right\|_{\Sigma_{h}}$. If $\Psi_{h}\left(\widetilde{x}_{0 h}\right)=0$ in $\delta_{h}$, then, (7.21) is equivalent to the following conditions, for $i=1, \ldots, q+$ $m, k=1, \ldots, n$,
$\lim _{h \rightarrow 0}\left(\Phi_{G, h}\left(\widetilde{x}_{0 h}, \widetilde{y}_{i, 0, h}\right)-\left[\delta_{i}^{q+m}, 0\right]^{T}\right)=0, \lim _{h \rightarrow 0}\left(\Phi_{H, h}\left(\widetilde{x}_{0 h}, \widetilde{z}_{k, 0, h}\right)-\left[\delta_{k}^{n}, 0\right]^{T}\right)=0$,
Corollary 7.9. $q_{h}=q, n_{h}=n$, where the index " $h$ " indicates the approximate case.

Proof. $q+m$ and $n$ are fixed by $B$ and $\overline{\mathcal{B}}$.

## Corollary 5.10 gives:

Corollary 7.10. Assume that $\left(\widetilde{\lambda}_{0 h}, \widetilde{u}_{0 h}\right)$ belongs to a solution branch of equation (1.3). ( $\left.\widetilde{\lambda}_{0}, \widetilde{u}_{0}\right)$ can be a regular or a nonregular solution. Assume the hypotheses of Theorem 7.6 or of Theorem 7.7. $\Psi_{h}\left(\widetilde{x}_{0 h}\right)=0$ in $\delta_{h}$. If $\varrho_{h} \neq 0$, then, the given problem (1.3) is a perturbation of the bifurcation problem (7.20) (or of (1.4)). If $\varrho_{h}=0$, then, the bifurcation point $\left(\lambda_{0 h}, u_{0 h}\right)$ belongs to the solution branch of equation (1.3).

Remark 7.11. We proved that there exists an approximate bifurcation problem (7.20) (or (1.4)) that preserves the type of the bifurcation point of (1.1). The given problem (1.3) is a perturbation of (7.20) (or (1.4)) (when $\left\|\varrho_{h}\right\|$ is small enough.).

## 8. The Dirichlet problem for the stationary Navier-Stokes EQUATIONS

In the particular case of the stationary Navier-Stokes equations, we maintain the position from Section 1, where we state that we do not discuss if the exact bifurcation point is generic or not. As a consequence of the results from Section 7, in a certain configuration, if the model of a stationary flow has a generic or an ungeneric bifurcation point, then there exists (at least) one approximate equation that has a bifurcation point of the same type as
the exact model. The hypothesis of the existence of an ungeneric bifurcation point cannot be excluded, see [25, 45, 63]. For example, we do not exclude transcritical bifurcation and nonsymmetric pitchfork bifurcation from our discussion. If they exit, then they are regained in the approximate case by some perturbed approximate equation of the form (7.20) (or (1.4)). For this discussion, other references are mentioned in Section 1.

Here, we show a modality to place the Dirichlet problem for the stationary Navier-Stokes equations in the framework of the preceding sections.
8.1. The setting from [29]. In order to apply the results for the case of the Dirichlet problem for the stationary Navier-Stokes equations, formulated in primitive variables, approximated by finite element method (with discontinuous pressure), we use the setting of this problem from Section IV.4.1, [29], in the framework of Section IV.3.3, [29. We only indicate the connection to the problem from Section IV.4.1, [29].

Let $\Omega$ be a bounded and connected open subset of $\mathbb{R}^{N}(N=2,3)$ with a Lipschitz - continuous boundary $\partial \Omega$. In the sequel, $\mathbf{u}$ is the velocity, $p$ is the kinematic pressure and $\nu$ is the kinematic viscosity. We take $N=$ $2,3, X=H_{0}^{1}(\Omega)^{N} \times L_{0}^{2}(\Omega), y=H^{-1}(\Omega)^{N} . \quad \lambda=1 / \nu>0 . \lambda$ is the bifurcation parameter, $\mathbf{u}=\left(u_{1}, \ldots, u_{N}\right) \in H_{0}^{1}(\Omega)^{N}, \mathbf{x}=\left(x_{1}, \ldots, x_{N}\right) \in \Omega$. Let $\mathcal{T}_{S} \in L(\mathcal{y}, x)$ be the Stokes operator that associates to $\mathbf{f} \in y$ the solution $(\mathbf{u}, p)=\mathcal{T}_{S} \mathbf{f}$ of the homogeneous Stokes problem,

$$
\begin{align*}
& -\triangle \mathbf{u}+\operatorname{grad} p=\mathbf{f} \text { in } \Omega \\
& \operatorname{div} \mathbf{u}=0 \text { in } \Omega  \tag{8.1}\\
& \mathbf{u}=0 \text { on } \partial \Omega .
\end{align*}
$$

The functions $F$ and $G$, from Sections IV.3.1 and IV.4.1, [29], are $F_{N S}$ and $G_{N S}$, where $F_{N S}:(0, \infty) \times X \rightarrow X, F_{N S}(\lambda, v)=v+\mathcal{T}_{S} G_{N S}(\lambda, v)$, and $G_{N S}$ : $(0, \infty) \times X \rightarrow y, G_{N S}(\lambda, v)=\lambda \cdot\left(\sum_{j=1}^{N} v_{j}\left(\partial \mathbf{v} / \partial x_{j}\right)-\mathbf{f}\right)$ for $v=(\mathbf{v}, q) . G_{N S}$ is of class $C^{\infty}$ and has bounded derivatives of all order on all bounded subsets of $X$. For $(\mathbf{u}, p),(\overline{\mathbf{u}}, \bar{p}),(\overline{\overline{\mathbf{u}}}, \overline{\bar{p}}) \in X$, we have $D_{(\mathbf{u}, p)} G_{N S}(\lambda, \mathbf{u}, p)(\overline{\mathbf{u}}, \bar{p})=\lambda$. $\sum_{j=1}^{N}\left(u_{j}\left(\partial \overline{\mathbf{u}} / \partial x_{j}\right)+\bar{u}_{j}\left(\partial \mathbf{u} / \partial x_{j}\right)\right), D_{(\mathbf{u}, p)(\mathbf{u}, p)}^{2} G_{N S}(\lambda, \mathbf{u}, p)((\overline{\mathbf{u}}, \bar{p}),(\overline{\overline{\mathbf{u}}}, \overline{\bar{p}}))=$ $\lambda \cdot \sum_{j=1}^{N}\left(\overline{\bar{u}}_{j}\left(\partial \overline{\mathbf{u}} / \partial x_{j}\right)+\bar{u}_{j}\left(\partial \overline{\overline{\mathbf{u}}} / \partial x_{j}\right)\right)$.

Let us fix $\lambda$. ( $\mathbf{u}, p$ ) is a solution of the homogeneous Navier-Stokes problem if and only if $u=(\mathbf{u}, \lambda p)$ is a solution of $F_{N S}(\lambda, u)=0$ ([29]).

Let $h$ be a positive parameter tending to zero. For each $h$, let $\Gamma_{h}$ and $E_{h}$ be two finite-dimensional spaces such that $\Gamma_{h} \subset H^{1}(\Omega)^{N}, E_{h} \subset L^{2}(\Omega)$ and assume that $E_{h}$ contains the constant functions.

Let $\Gamma_{0 h}=\Gamma_{h} \cap H_{0}^{1}(\Omega)^{N}, M_{h}=E_{h} \cap L_{0}^{2}(\Omega), x_{h}=\Gamma_{0 h} \times M_{h}$. Assume:
(a) There exists an operator $r_{h} \in L\left(\left[H^{2}(\Omega) \cap H_{0}^{1}(\Omega)\right]^{N}, \Gamma_{0 h}\right)$ and an integer $\ell$ such that

$$
\begin{equation*}
\left\|\mathbf{v}-r_{h} \mathbf{v}\right\|_{1, \Omega} \leq C_{r} \cdot h^{m} \cdot\|\mathbf{v}\|_{m+1, \Omega}, \forall \mathbf{v} \in H^{m+1}(\Omega)^{N}, 1 \leq m \leq \ell \tag{8.2}
\end{equation*}
$$

(b) There exists an operator $s_{h} \in L\left(L^{2}(\Omega), E_{h}\right)$ such that

$$
\begin{equation*}
\left\|q-s_{h} q\right\|_{0, \Omega} \leq C_{s} \cdot h^{m} \cdot\|q\|_{m, \Omega}, \forall q \in H^{m}(\Omega), 0 \leq m \leq \ell . \tag{8.3}
\end{equation*}
$$

These assumptions (a) and (b) together with the the uniform inf-sup condition are the hypotheses $H_{1}, H_{2}$ and $H_{3}$ for the approximation from [29].

Equation $F_{N S}(\lambda, u)=0$ is approximated by $\mathcal{F}_{N S, h}\left(\lambda, u_{h}\right)=0\left([29), u_{h}=\right.$ $\left(\mathbf{u}_{h}, \lambda p_{h}\right)$, where $\mathcal{F}_{N S, h}: \mathbb{R} \times \mathcal{X}_{h} \rightarrow \mathcal{X}_{h}, \mathcal{F}_{N S, h}\left(\lambda, u_{h}\right)=u_{h}+\mathcal{T}_{S, h} G_{N S}\left(\lambda, u_{h}\right)$ and $\mathcal{T}_{S, h} \in L\left(\mathcal{Y}, \mathcal{X}_{h}\right)$ is the approximate Stokes operator that associates to $\mathbf{f} \in \mathcal{y}$ the solution $\left(\mathbf{u}_{h}, p_{h}\right)=\mathcal{T}_{S, h} \mathbf{f}$ of the finite element method approximation of problem (8.1) ([29]),

$$
\begin{align*}
& \left(\operatorname{grad} \mathbf{u}_{h}, \operatorname{grad} \mathbf{w}_{h}\right)-\left(p_{h}, \operatorname{div} \mathbf{w}_{h}\right)=\left\langle\mathbf{f}, \mathbf{w}_{h}\right\rangle, \forall \mathbf{w}_{h} \in \Gamma_{0 h}  \tag{8.4}\\
& \left(\operatorname{div} \mathbf{u}_{h}, \mu_{h}\right)=0, \forall \mu_{h} \in M_{h} \tag{8.5}
\end{align*}
$$

According to Theorem II.1.8, page 125, and to the proof of Theorem IV.4.1, page 317, 29], we have:

$$
\begin{equation*}
\lim _{h \rightarrow 0}\left\|\left(\mathcal{T}_{S}-\mathcal{T}_{S, h}\right) \mathbf{f}\right\|_{x}=0, \forall \mathbf{f} \in \mathfrak{y} \tag{8.6}
\end{equation*}
$$

According to the proof of Theorem IV.4.1, page 317, [29], we have:

$$
\begin{equation*}
\sum_{j=1}^{N}\left(u_{j}\left(\partial \overline{\mathbf{u}} / \partial x_{j}\right)+\bar{u}_{j}\left(\partial \mathbf{u} / \partial x_{j}\right)\right) \in L^{3 / 2}(\Omega)^{N} \tag{8.7}
\end{equation*}
$$

where $\mathbf{u}, \overline{\mathbf{u}} \in H_{0}^{1}(\Omega)^{N}$, and, for $z=L^{3 / 2}(\Omega)^{N} \subset y$,

$$
\begin{equation*}
\lim _{h \rightarrow 0}\left\|\mathcal{T}_{S}-\mathcal{T}_{S, h}\right\|_{L(z, x)}=0 \tag{8.8}
\end{equation*}
$$

8.2. The supplementary variabile $q$. Let us write the homogeneous Navier-Stokes problem as a problem of the form (1.1). $\lambda$ is variable. We introduce a new variable $q=\lambda p$ and we write the problem from [29] in the following form

$$
\begin{align*}
& p-\lambda^{-1} q=0  \tag{8.9}\\
& (\mathbf{u}, q)+\mathcal{T}_{S} G_{N S}(\lambda, \mathbf{u}, p)=0
\end{align*}
$$

or

$$
\begin{align*}
& p+\widetilde{\mathcal{T}}_{S} \widetilde{G}_{N S}(\lambda, q)=0  \tag{8.10}\\
& (\mathbf{u}, q)+\mathcal{T}_{S} G_{N S}(\lambda, \mathbf{u}, p)=0
\end{align*}
$$

where $\mathcal{T}_{*}(p, \mathbf{f})=\left[\begin{array}{c}\widetilde{\mathcal{T}}_{S} p \\ \mathcal{T}_{S} \mathbf{f}\end{array}\right]=\left[\begin{array}{l}I_{1} p \\ \mathcal{T}_{S} \mathbf{f}\end{array}\right]$,

$$
\mathcal{G}_{*}(\lambda, p, \mathbf{u}, q)=\left[\begin{array}{l}
-\lambda^{-1} q \\
G_{N S}(\lambda, \mathbf{u}, p)
\end{array}\right]=\left[\begin{array}{l}
\widetilde{G}_{N S}(\lambda, q) \\
G_{N S}(\lambda, \mathbf{u}, p)
\end{array}\right]
$$

$I_{1}, I_{2}$ are the identity operators on $L_{0}^{2}(\Omega), H_{0}^{1}(\Omega)^{N}$ respectively.
$\mathcal{T}_{*}^{-1}\left(\bar{a}_{i}\right)$ are linearly independent if and only if $\bar{a}_{i}$ are linearly independent.
We denote $\mathcal{W}=L_{0}^{2}(\Omega) \times H_{0}^{1}(\Omega)^{N} \times L_{0}^{2}(\Omega)$. Let $\mathcal{F}_{*}:(0, \infty) \times \mathcal{W} \rightarrow \mathcal{W}$, $\mathcal{F}_{*}(\lambda, p, \mathbf{u}, q)=(p, \mathbf{u}, q)+\mathcal{T}_{*} \mathcal{G}_{*}(\lambda, p, \mathbf{u}, q) .(\lambda, \mathbf{u}, q)=(\lambda, \mathbf{u}, \lambda p)$ is a solution of $F_{N S}(\lambda, \mathbf{u}, q)=0$ is equivalent to say that $(\lambda, p, \mathbf{u}, q)$ is a solution of the following problem

$$
\begin{equation*}
\mathcal{F}_{*}(\lambda, p, \mathbf{u}, q)=0 \tag{8.11}
\end{equation*}
$$

$\mathcal{F}_{*}$ is approximated by $\mathcal{F}_{*, h}:(0, \infty) \times \mathcal{W}_{h} \rightarrow \mathcal{W}_{h}, \mathcal{F}_{*, h}(\lambda, p, \mathbf{u}, q)=$ $(p, \mathbf{u}, q)+\mathcal{T}_{*, h} \mathcal{G}_{*}(\lambda, p, \mathbf{u}, q), \mathcal{W}_{h}=M_{h} \times \Gamma_{0 h} \times M_{h}$.
8.3. The verification of the hypotheses of Theorem 7.4. Let us replace $F, \mathbb{R}^{m} \times W, Z,(\lambda, u),\left(\lambda_{0}, u_{0}\right)$, in problem (1.1) and in hypothesis (1.2), by $\mathcal{F}_{*}, \mathbb{R} \times \mathcal{W}, \mathcal{W},(\lambda, p, \mathbf{u}, q),\left(\lambda_{0}, p_{0}, \mathbf{u}_{0}, q_{0}\right)$ respectively. We say that we study problem (8.11) under hypothesis (1.2) and we want to prove that the results of Theorem 7.4 hold for the approximation (??) of (8.11). For this, it suffices to verify hypotheses (7.1), (7.5) - (7.9).

Let $\pi_{h}^{\mathcal{W}}=\pi_{h}^{Z}=\pi_{h}^{W}=\left(s_{h}, r_{h}, s_{h}\right)$ and $I=\left(I_{1}, I_{2}, I_{1}\right)$. We take

$$
\begin{equation*}
\widetilde{\lambda}_{0 h}=\lambda_{0}, \widetilde{p}_{0 h}=s_{h} p_{0}, \widetilde{\mathbf{u}}_{0 h}=r_{h} \mathbf{u}_{0}, \widetilde{q}_{0 h}=s_{h} q_{0} . \tag{8.12}
\end{equation*}
$$

We have $\widetilde{\lambda}_{0 h}=\lambda_{0}$. We denote $\sigma_{0}=\left(\lambda_{0}, p_{0}, \mathbf{u}_{0}\right), \widetilde{\sigma}_{0 h}=\left(\widetilde{\lambda}_{0 h}, \widetilde{p}_{0 h}, \widetilde{\mathbf{u}}_{0 h}\right)$, $\sigma_{0}^{N S}=\left(\lambda_{0}, \mathbf{u}_{0}, p_{0}\right), \widetilde{\sigma}_{0 h}^{N S}=\left(\widetilde{\lambda}_{0 h}, \widetilde{\mathbf{u}}_{0 h}, \widetilde{p}_{0 h}\right)$.

Let us first verify (7.9). We have
there exists $\eta_{4}>0$ such that, for every $v_{h} \in W_{h}$, we have $\left\|\pi_{h}^{Z} D_{u} F\left(\lambda_{0}, u_{0}\right) v_{h}-D_{u} F_{h}\left(\widetilde{\lambda}_{0 h}, \widetilde{u}_{0 h}\right) v_{h}\right\|_{Z_{h}}$
$=\left\|\pi_{h}^{\mathcal{W}} D_{(p, \mathbf{u}, q)} \mathcal{F}_{*}\left(\sigma_{0}, q_{0}\right)(\bar{p}, \overline{\mathbf{u}}, \bar{q})-D_{(p, \mathbf{u}, q)} \mathcal{F}_{*, h}\left(\widetilde{\sigma}_{0 h}, \widetilde{q}_{0 h}\right)(\bar{p}, \overline{\mathbf{u}}, \bar{q})\right\|_{\mathcal{W}_{h}}$ $\leq\left\|\left(\pi_{h}^{\mathcal{W}}-I\right)(\bar{p}, \overline{\mathbf{u}}, \bar{q})\right\|_{\mathcal{w}_{h}}$
$+\left\|\pi_{h}^{\mathcal{W}}\left[\begin{array}{l}\widetilde{\mathcal{T}}_{S} D_{q} \widetilde{G}_{N S}\left(\lambda_{0}, q_{0}\right) \bar{q} \\ \mathcal{T}_{S} D_{(\mathbf{u}, p)} G_{N S}\left(\sigma_{0}^{N S}\right)(\overline{\mathbf{u}}, \bar{p})\end{array}\right]-\left[\begin{array}{l}\mathcal{T}_{S, h} D_{q} \widetilde{G}_{N S}\left(\widetilde{\lambda}_{0 h}, \widetilde{q}_{0 h}\right) \bar{q} \\ \mathcal{T}_{S, h} D_{(\mathbf{u}, p)} G_{N S}\left(\widetilde{\sigma}_{0 h}^{N S}\right)(\overline{\mathbf{u}}, \bar{p})\end{array}\right]\right\| w_{h}$ $=\left\|\left(\pi_{h}^{\mathcal{W}}-I\right)(\bar{p}, \overline{\mathbf{u}}, \bar{q})\right\|_{w_{h}}$
$+\left\|\left(r_{h}, s_{h}\right) \mathcal{T}_{S} D_{(\mathbf{u}, p)} G_{N S}\left(\sigma_{0}^{N S}\right)(\overline{\mathbf{u}}, \bar{p})-\mathcal{T}_{S, h} D_{(\mathbf{u}, p)} G_{N S}\left(\widetilde{\sigma}_{0 h}^{N S}\right)(\overline{\mathbf{u}}, \bar{p})\right\| x_{h}$ $\leq\left\|\left(\pi_{h}^{\mathcal{W}}-I\right)(\bar{p}, \overline{\mathbf{u}}, \bar{q})\right\|_{w_{h}}$
$+\left\|\left(\left(r_{h}, s_{h}\right)-\left(I_{2}, I_{1}\right)\right) \mathcal{T}_{S} D_{(\mathbf{u}, p)} G_{N S}\left(\sigma_{0}^{N S}\right)(\overline{\mathbf{u}}, \bar{p})\right\| x_{h}$ $+\left\|\left(\mathcal{T}_{S}-\mathcal{T}_{S, h}\right) D_{(\mathbf{u}, p)} G_{N S}\left(\sigma_{0}^{N S}\right)(\overline{\mathbf{u}}, \bar{p})\right\| x_{h}$
$+\left\|\mathcal{T}_{S, h}\left(D_{(\mathbf{u}, p)} G_{N S}\left(\sigma_{0}^{N S}\right)(\overline{\mathbf{u}}, \bar{p})-D_{(\mathbf{u}, p)} G_{N S}\left(\widetilde{\sigma}_{0 h}^{N S}\right)(\overline{\mathbf{u}}, \bar{p})\right)\right\| x_{h}$ $\leq \eta_{4}\|(\bar{p}, \overline{\mathbf{u}}, \bar{q})\|{w_{h}}=\eta_{4}\left\|v_{h}\right\|_{W_{h}}$,
where $\eta_{4}$ is obtained using (8.12), (8.2), (8.3), (8.7) si (8.8).
Let us verify (7.7). We have
(8.14there exists $\eta_{2}>0$ such that, for every $\left(\lambda_{h}, u_{h}\right) \in \mathbb{R}^{m} \times W_{h}$, we have

$$
\begin{aligned}
& \left\|\pi_{h}^{Z} D F\left(\lambda_{0}, u_{0}\right)\left(\lambda_{h}, u_{h}\right)-D F_{h}\left(\widetilde{\lambda}_{0 h}, \widetilde{u}_{0 h}\right)\left(\lambda_{h}, u_{h}\right)\right\|_{Z_{h}} \\
& =\left\|\pi_{h}^{\mathcal{W}} D \mathcal{F}_{*}\left(\sigma_{0}, q_{0}\right)(\bar{\lambda}, \bar{p}, \overline{\mathbf{u}}, \bar{q})-D \mathcal{F}_{*, h}\left(\widetilde{\sigma}_{0 h}, \widetilde{q}_{0 h}\right)(\bar{\lambda}, \bar{p}, \overline{\mathbf{u}}, \bar{q})\right\| \mathcal{w}_{h} \\
& \leq\left\|\pi_{h}^{\mathcal{W}}\left[\begin{array}{l}
\widetilde{\mathcal{T}}_{S} D_{\lambda} \widetilde{G}_{N S}\left(\lambda_{0}, q_{0}\right) \bar{\lambda} \\
\mathcal{T}_{S} D_{\lambda} G_{N S}\left(\sigma_{0}^{N S}\right) \bar{\lambda}
\end{array}\right]-\left[\begin{array}{l}
\mathcal{T}_{S, h} D_{\lambda} \widetilde{G}_{N S}\left(\widetilde{\lambda}_{0 h}, \widetilde{q}_{0 h}\right) \bar{\lambda} \\
\mathcal{T}_{S, h} D_{\lambda} G_{N S}\left(\widetilde{\sigma}_{0 h}^{N S}\right) \bar{\lambda}
\end{array}\right]\right\|_{w_{h}} \\
& +\left\|\pi_{h}^{\mathcal{W}} D_{(p, \mathbf{u}, q)} \mathcal{F}_{*}\left(\sigma_{0}, q_{0}\right)(\bar{p}, \overline{\mathbf{u}}, \bar{q})-D_{(p, \mathbf{u}, q)} \mathcal{F}_{*, h}\left(\widetilde{\sigma}_{0 h}, \widetilde{q}_{0 h}\right)(\bar{p}, \overline{\mathbf{u}}, \bar{q})\right\|_{w_{h}} \\
& =\left\|s_{h} \widetilde{\mathcal{T}}_{S} D_{\lambda} \widetilde{G}_{N S}\left(\lambda_{0}, q_{0}\right) \bar{\lambda}-\mathcal{T}_{S, h} D_{\lambda} \widetilde{G}_{N S}\left(\widetilde{\lambda}_{0 h}, \widetilde{q}_{0 h}\right) \bar{\lambda}\right\|_{\mathcal{N}_{h}} \\
& +\left\|\left(r_{h}, s_{h}\right) \mathcal{T}_{S} G_{N S}\left(\bar{\lambda}, \mathbf{u}_{0}, p_{0}\right)-\mathcal{T}_{S, h} G_{N S}\left(\bar{\lambda}, \widetilde{\mathbf{u}}_{0}, \widetilde{p}_{0 h}\right)\right\| x_{h} \\
& +\left\|\pi_{h}^{\mathcal{W}} D_{(p, \mathbf{u}, q)} \mathcal{F}_{*}\left(\sigma_{0}, q_{0}\right)(\bar{p}, \overline{\mathbf{u}}, \bar{q})-D_{(p, \mathbf{u}, q)} \mathcal{F}_{*, h}\left(\widetilde{\sigma}_{0 h}, \widetilde{q}_{0 h}\right)(\bar{p}, \overline{\mathbf{u}}, \bar{q})\right\|_{\mathcal{W}_{h}} \\
& \left.\leq \|\left(\left(r_{h}, s_{h}\right)-\left(I_{2}, I_{1}\right)\right) \mathcal{T}_{S} G_{N S}\left(\bar{\lambda}, \mathbf{u}_{0}, p_{0}\right)\right) \| x_{h} \\
& +\left\|\left(\mathcal{T}_{S}-\mathcal{T}_{S, h}\right) G_{N S}\left(\bar{\lambda}, \mathbf{u}_{0}, p_{0}\right)\right\| x_{h}+\left\|\mathcal{T}_{S, h}\left(G_{N S}\left(\bar{\lambda}, \mathbf{u}_{0}, p_{0}\right)-G_{N S}\left(\bar{\lambda}, \widetilde{\mathbf{u}}_{0 h}, \widetilde{p}_{0 h}\right)\right)\right\| x_{h} \\
& +\left\|\pi_{h}^{\mathcal{W}} D_{(p, \mathbf{u}, q)} \mathcal{F}_{*}\left(\sigma_{0}, q_{0}\right)(\bar{p}, \overline{\mathbf{u}}, \bar{q})-D_{(p, \mathbf{u}, q)} \mathscr{F}_{*, h}\left(\widetilde{\sigma}_{0 h}, \widetilde{q}_{0 h}\right)(\bar{p}, \overline{\mathbf{u}}, \bar{q})\right\|_{\mathcal{W}_{h}} \\
& \leq \eta_{2}\|(\bar{\lambda}, \bar{p}, \overline{\mathbf{u}}, \bar{q})\|_{\mathbb{R} \times \mathcal{W}_{h}}=\eta_{2}\left\|\left(\lambda_{h}, u_{h}\right)\right\|_{\mathbb{R}^{m} \times W_{h}},
\end{aligned}
$$

where $\eta_{2}$ is obtained using (8.13), (8.12), (8.2), (8.3) and (8.6) for $\mathbf{f}=$ $G_{N S}\left(1, \mathbf{u}_{0}, p_{0}\right)$.

Equation (8.11) has the form of equation (1.1). Assume that (8.11) satisfies the hypotheses of Theorem 7.6. Then the corresponding equation (7.20), with $\varrho_{h}=\left(\widetilde{\varrho}_{h}, \bar{\varrho}_{h}, \widehat{\varrho}_{h}\right)$, is

$$
\begin{equation*}
\mathcal{F}_{*, h}\left(\lambda_{h}, p_{h}, \mathbf{u}_{h}, q_{h}\right)-\varrho_{h}=0, \tag{8.15}
\end{equation*}
$$

or

$$
\begin{equation*}
\left(p_{h}, \mathbf{u}_{h}, q_{h}\right)+\mathcal{T}_{*, h} \mathcal{G}_{*}\left(\lambda_{h}, p_{h}, \mathbf{u}_{h}, q_{h}\right)-\left(\widetilde{\varrho}_{h}, \bar{\varrho}_{h}, \widehat{\varrho}_{h}\right)=0 \tag{8.16}
\end{equation*}
$$

or

$$
\begin{align*}
& p_{h}-\lambda_{h}^{-1} q_{h}=\widetilde{\varrho}_{h},  \tag{8.17}\\
& \left(\operatorname{grad}\left(\mathbf{u}_{h}-\bar{\varrho}_{h}\right), \operatorname{grad} \mathbf{w}_{h}\right)-\left(\left(q_{h}-\widehat{\varrho}_{h}\right), \operatorname{div} \mathbf{w}_{h}\right)  \tag{8.18}\\
& \quad=\lambda_{h}\left\langle\mathbf{f}-\sum_{j=1}^{N} u_{h, j} \frac{\partial \mathbf{u}_{h}}{\partial x_{j}}, \mathbf{w}_{h}\right\rangle, \forall \mathbf{w}_{h} \in \Gamma_{0 h}, \\
& \left(\operatorname{div}\left(\mathbf{u}_{h}-\bar{\varrho}_{h}\right), \mu_{h}\right)=0, \quad \forall \mu_{h} \in M_{h} . \tag{8.19}
\end{align*}
$$

With the same settings, the framework of Section 10.2.3 (and also of Section 10.2.2, rewritten for spectral Galerkin approximations), from [55], allows the approximate Stokes operator $\mathcal{T}_{S, h}$ to be constructed using spectral methods.

## 9. A complement to Theorem 5.4

In this section, we investigate if we can fix only $\hat{y}_{0}^{\prime}$ in (5.26), in Theorem 5.4

Let $F: \mathbb{R}^{m} \times W \rightarrow Z$ be a nonlinear function of class $C^{p}$. Let $\left(\mu^{\prime}, w^{\prime}\right) \in$ $\mathbb{R}^{m} \times W$. Let us define

$$
\widetilde{F}: \mathbb{R}^{m} \times W \rightarrow Z, \widetilde{F}(\lambda, u)=F(\lambda, u)-D F(\lambda, u)\left(\mu^{\prime}, w^{\prime}\right)
$$

and $\widetilde{G}: X \rightarrow Z, \widetilde{H}: \mathbb{R}^{m} \times \underset{\widetilde{F}}{W} \times \Delta \rightarrow Z, \widetilde{\Psi}: X \rightarrow Y$, where $\widetilde{G}, \widetilde{H}, \widetilde{\Psi}$ are obtained by replacing $F$ by $\widetilde{\widetilde{S}}$ in the definitions of $G, H, \Psi$ respectively.

Let us define $\widetilde{S}: \Gamma \rightarrow \Sigma, \widetilde{S}(s)=S(s)$, and $\widetilde{\Phi}: \Gamma \times \Gamma \rightarrow \Sigma$,

$$
\left.\widetilde{\Phi}\left(s, \phi^{\prime}\right)=\Phi\left(s, \phi^{\prime}\right)+\left[\begin{array}{l}
0 \\
0
\end{array}\right] \quad\left[\begin{array}{l}
0 \\
D^{2} F(\lambda, u)\left(\left(\mu^{\prime}, w^{\prime}\right),\left(\left(\mu_{i}, w_{i}\right)-\left(\mu_{i}^{\prime}, w_{i}^{\prime}\right)\right)\right) \\
0 \\
D_{u}\left(D F(\lambda, u)\left(\mu^{\prime}, w^{\prime}\right)\right)\left(v_{k}-v_{k}^{\prime}\right)
\end{array}\right]\right]
$$

for all $i=1, \ldots, q+m, k=1, \ldots, n$.
In the definitions from Subsections 5.1 and 5.2, let us replace $F, G, H$, $\Psi, S, \Phi$ by $\widetilde{F}, \widetilde{G}, \widetilde{H}, \widetilde{\Psi}, \widetilde{S}, \widetilde{\Phi}$ respectively.

Corollary 9.1. Assume the hypotheses of Theorem 5.4 where we replace $F, G, H, S, \Phi$ by $\widetilde{F}, \widetilde{G}, \widetilde{H}, \widetilde{\Psi}, \widetilde{S}, \widetilde{\Phi}$ respectively. Then (5.26) becomes

$$
\begin{equation*}
\widetilde{S}\left(s_{0}\right)-\widetilde{\Phi}\left(s_{0}, \phi_{0}^{\prime}\right) \ni 0, \tag{9.1}
\end{equation*}
$$

Let us fix $\hat{y}_{0}^{\prime}$ (whose existence is demonstrated) in (9.1). Let us take $\theta_{0}$ $=\widetilde{\theta}_{0}+B\left(\hat{y}_{0}^{\prime}\right)$. Let us define

$$
\begin{equation*}
\widetilde{F}_{0}: \mathbb{R}^{m} \times W \rightarrow Z, \widetilde{F}_{0}(\lambda, u)=F(\lambda, u)-D F(\lambda, u)\left(\hat{\mu}_{0}^{\prime}, \hat{w}_{0}^{\prime}\right) \tag{9.2}
\end{equation*}
$$

and $\widetilde{G}_{0}: X \rightarrow Z, \widetilde{H}_{0}: \mathbb{R}^{m} \times W \times \Delta \rightarrow Z, \widetilde{\Psi}_{0}: X \rightarrow Y$, where $\widetilde{G}_{0}$, $\widetilde{H}_{0}, \widetilde{\Psi}_{0}$ are obtained by replacing $F$ by $\widetilde{F}_{0}$ in the definitions of $G, H, \Psi$ respectively. Let $\widetilde{S}_{0}: \Gamma \rightarrow \Sigma$ be $S$ where we replace $F$ by $\widetilde{F}_{0}$ in (3.7) and we use $\theta_{0}$ defined above.

Then, $s_{0}$ is the solution of the equation

$$
\begin{equation*}
\widetilde{S}_{0}(s)=0 \tag{9.3}
\end{equation*}
$$

Equation (9.3) is of the form of equation (3.8).
Then, the component $\left(\lambda_{0}, u_{0}\right)$ of $s_{0}$ is a solution of the equation

$$
\begin{equation*}
F(\lambda, u)-D F(\lambda, u)\left(\hat{\mu}_{0}^{\prime}, \hat{w}_{0}^{\prime}\right)=0 \tag{9.4}
\end{equation*}
$$

$\left(\lambda_{0}, u_{0}\right) \in \mathbb{B}_{a^{*}}\left(\widetilde{\lambda}_{0}, \widetilde{u}_{0}\right)$.
Assume that $D \widetilde{\Psi}_{0}\left(\widetilde{x}_{0}\right)$ is an isomorphism of $X$ onto $Y$ and $D \widetilde{S}_{0}\left(\widetilde{s}_{0}\right)$ is an isomorphism of $\Gamma$ onto $\Sigma$. Under some other additional conditions like in Theorem 5.4, we have:

Then, $s_{0}$ is the unique solution of the equation (9.3) in some $\mathbb{B}_{a}\left(\widetilde{s}_{0}\right)$ with $a \geq a^{*}$. The system (9.3) and its solution $s_{0}$ verify the assertions (a) and (b) of the statement (ii) of Theorem 3.5.

Then, the component $\left(\lambda_{0}, u_{0}\right)$ of $s_{0}$ is the unique solution of the equation (9.4) that satisfies hypothesis (1.2) and the rest of the hypotheses of the statement (i) of Theorem 3.5 in some $\mathbb{B}_{a}\left(\widetilde{\lambda}_{0}, \widetilde{u}_{0}\right)$ with $a \geq a^{*}$. The solution $\left(\lambda_{0}, u_{0}\right)$ is a bifurcation point of problem (9.4).

Proof. The proof of Theorem 5.4 remains valid. We only mention that (5.57) has the formulation

$$
\begin{aligned}
& \widetilde{S}(\bar{s})-\widetilde{\Phi}\left(\bar{x}, \bar{\phi}^{\prime}\right)-\widetilde{\Phi}\left(\widetilde{x}_{0}, \xi\left(\bar{f}, \bar{g}_{i}, \bar{e}_{k}\right)\right)+\widetilde{\Phi}\left(\widetilde{x}_{0}, \xi\left(\bar{g}^{\prime}, \bar{g}_{i}^{\prime}, \bar{e}_{k}^{\prime}\right)\right) \ni 0 \\
& \qquad \Leftrightarrow \\
& {\left[\begin{array}{l}
B(0, \bar{\lambda}, \bar{u})-\widetilde{\theta}_{0}-B\left(0, \bar{\mu}^{\prime}, \bar{w}^{\prime}\right) \\
F(\bar{\lambda}, \bar{u})-D F(\bar{\lambda}, \bar{u})\left(\bar{\mu}^{\prime}, \bar{w}^{\prime}\right) \\
B\left(\left(0, \bar{\mu}_{i}, \bar{w}_{i}\right)-\left(0, \bar{\mu}_{i}^{\prime}, \bar{w}_{i}^{\prime}\right)\right)-\delta_{i}^{q+m} \\
\left.D\left(F(\bar{\lambda}, \bar{u})-D F(\bar{\lambda}, \bar{u})\left(\bar{\mu}^{\prime}, \bar{w}^{\prime}\right)\right)\left(\left(\bar{\mu}_{i}, \bar{w}_{i}\right)-\left(\bar{\mu}_{i}^{\prime}, \bar{w}_{i}^{\prime}\right)\right)\right) \\
\overline{\mathcal{B}}\left(\left(0, \bar{v}_{k}\right)-\left(0, \bar{v}_{k}^{\prime}\right)\right)-\delta_{k}^{n} \\
D_{u}\left(F(\lambda, u)-D F(\bar{\lambda}, \bar{u})\left(\bar{\mu}^{\prime}, \bar{w}^{\prime}\right)\right)\left(\bar{v}_{k}-\bar{v}_{k}^{\prime}\right)
\end{array}\right] \ni 0}
\end{aligned}
$$

Lemma 9.2. Assume that $D S\left(\widetilde{s}_{0}\right)$ is an isomorphism of $\Gamma$ onto $\Sigma$. If

$$
\begin{equation*}
\gamma\left\|D S\left(\widetilde{s}_{0}\right)-D \widetilde{S}_{0}\left(\widetilde{s}_{0}\right)\right\|_{L(\Gamma, \Sigma)}<1 \tag{9.5}
\end{equation*}
$$

then $D \widetilde{S}_{0}\left(\widetilde{s}_{0}\right)$ is an isomorphism of $\Gamma$ onto $\Sigma$.
Proof. This results from Lemma 3.1 [18], Theorem 6A. 121 and Lemma IV.3.3 [29].

Remark 9.3. Instead of a constant $\varrho$ in the equation (5.28), we have obtained $\varrho$ in the form of a function $\varrho(\lambda, u)=D F(\lambda, u)\left(\hat{\mu}_{0}^{\prime}, \hat{w}_{0}^{\prime}\right)$ in the equation (9.4).

## 10. Future Work

We have formulated some sufficient conditions for the existence of an approximate equation (7.20) that has a bifurcation point of the same type as the bifurcation point of a given exact equation (1.1).

In a further research that will continue the present one, we have the following purposes:
(i) to prove that, given a function $F$ and an approximation $F_{h}$ for this, under some conditions, if there exists $\varrho_{h}$ (which is zero or nonzero) so that the equation

$$
\begin{equation*}
F_{h}\left(\lambda_{h}, u_{h}\right)-\varrho_{h}=0 \tag{10.1}
\end{equation*}
$$

has a bifurcation point, then there exists $\varrho$ such that the equation

$$
\begin{equation*}
F(\lambda, u)-\varrho=0 \tag{10.2}
\end{equation*}
$$

has a bifurcation point of the same type as the bifurcation point of (10.1). This idea is inspired by a result from [43] where Kantorovich and Akilov prove that, given the linear operators that define an exact equation and an approximate equation, under certain hypotheses, if the approximate operator is an isomorphism, then the exact operator is an isomorphism.
(ii) to formulate some algorithms so that, by studying the approximate equation

$$
\begin{equation*}
F_{h}\left(\lambda_{h}, u_{h}\right)=0 \tag{10.3}
\end{equation*}
$$

to decide if there exists $\varrho_{h}$ such that the equation (10.1) has a bifurcation point, to determine $\varrho_{h}$ (only if this is necessary) and to determine the type of the bifurcation point of (10.1) and hence of (10.2). In the study for (ii), we will extend the methods introduced in [5].

In this way, we can reduce the study of the qualitative aspects of a bifurcation problem on infinite-dimensional Banach spaces to the study of an approximate problem. Finally, the study can be performed on a computer.

Appendix A. A formulation of $D \mathcal{G}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)\left(\bar{s}, \bar{\phi}^{\prime}\right)-D \mathcal{G}\left(s, \phi^{\prime}\right)\left(\bar{s}, \bar{\phi}^{\prime}\right)$

$$
\begin{equation*}
\Upsilon\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}, s, \phi^{\prime}, \bar{s}, \bar{\phi}^{\prime}\right)=D \mathcal{G}\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}\right)\left(\bar{s}, \bar{\phi}^{\prime}\right)-D \mathcal{G}\left(s, \phi^{\prime}\right)\left(\bar{s}, \bar{\phi}^{\prime}\right) \tag{A.1}
\end{equation*}
$$

$$
=\frac{1}{2} D S\left(\widetilde{s}_{0}\right) \bar{s}-\frac{1}{2} D \Phi\left(\widetilde{x}_{0}, \widetilde{\phi}_{0}^{\prime}\right)\left(\bar{x}, \bar{\phi}^{\prime}\right)-(1-\alpha) \Phi\left(\widetilde{x}_{0}, \xi\left(\bar{f}, \bar{g}_{i}, \bar{e}_{k}\right)\right)+(1-\alpha) \Phi\left(\widetilde{x}_{0}, \xi\left(\bar{g}^{\prime}, \bar{g}_{i}^{\prime}, \bar{e}_{k}^{\prime}\right)\right)
$$

$$
-\frac{1}{2} D S(s) \bar{s}+\frac{1}{2} D \Phi\left(x, \phi^{\prime}\right)\left(\bar{x}, \bar{\phi}^{\prime}\right)+(1-\alpha) \Phi\left(\widetilde{x}_{0}, \xi\left(\bar{f}, \bar{g}_{i}, \bar{e}_{k}\right)\right)-(1-\alpha) \Phi\left(\widetilde{x}_{0}, \xi\left(\bar{g}^{\prime}, \bar{g}_{i}^{\prime}, \bar{e}_{k}^{\prime}\right)\right)
$$

$$
=\frac{1}{2}\left(D S\left(\widetilde{s}_{0}\right) \bar{s}-D S(s) \bar{s}\right)
$$

$$
-\frac{1}{2}\left(D \Phi\left(\widetilde{x}_{0}, \widetilde{\phi}_{0}^{\prime}\right)\left(\bar{x}, \bar{\phi}^{\prime}\right)-D \Phi\left(x, \phi^{\prime}\right)\left(\bar{x}, \bar{\phi}^{\prime}\right)\right)
$$

$$
-(1-\alpha) \Phi\left(\widetilde{x}_{0}, \xi\left(\bar{f}, \bar{g}_{i}, \bar{e}_{k}\right)\right)+(1-\alpha) \Phi\left(\widetilde{x}_{0}, \xi\left(\bar{g}^{\prime}, \bar{g}_{i}^{\prime}, \bar{e}_{k}^{\prime}\right)\right)
$$

$$
\begin{aligned}
& +(1-\alpha) \Phi\left(\widetilde{x}_{0}, \xi\left(\bar{f}, \bar{g}_{i}, \bar{e}_{k}\right)\right)-(1-\alpha) \Phi\left(\widetilde{x}_{0}, \xi\left(\bar{g}^{\prime}, \bar{g}_{i}^{\prime}, \bar{e}_{k}^{\prime}\right)\right) . \\
& \Upsilon\left(\widetilde{s}_{0}, \widetilde{\phi}_{0}^{\prime}, s, \phi^{\prime}, \bar{s}, \bar{\phi}^{\prime}\right)=\frac{1}{2}\left(\left[\begin{array}{l}
B(\bar{x}) \\
D G\left(\widetilde{x}_{0}\right) \bar{x} \\
B\left(\bar{y}_{i}\right) \\
D^{2} F\left(\widetilde{\lambda}_{0}, \widetilde{u}_{0}\right)\left(\left(\widetilde{\mu}_{i, 0}, \widetilde{w}_{i, 0}\right),(\bar{\lambda}, \bar{u})\right)+D G\left(\widetilde{x}_{0}\right) \bar{y}_{i} \\
\overline{\mathcal{B}}\left(\overline{\mathrm{z}}_{k}\right) \\
D_{(\lambda, u)}\left(D_{u} F\left(\widetilde{\lambda}_{0}, \widetilde{u}_{0}\right) \widetilde{v}_{k, 0}\right)(\bar{\lambda}, \bar{u})+H\left(\widetilde{\lambda}_{0}, \widetilde{u}_{0}, \overline{\mathrm{z}}_{k}\right)
\end{array}\right]\right. \\
& \left.-\left[\begin{array}{l}
B(\bar{x}) \\
D G(x) \bar{x} \\
B\left(\bar{y}_{i}\right) \\
D^{2} F(\lambda, u)\left(\left(\mu_{i}, w_{i}\right),(\bar{\lambda}, \bar{u})\right)+D G(x) \bar{y}_{i} \\
\overline{\mathcal{B}}\left(\overline{\mathrm{z}}_{k}\right) \\
D_{(\lambda, u)}\left(D_{u} F(\lambda, u) v_{k}\right)(\bar{\lambda}, \bar{u})+H\left(\lambda, u, \overline{\mathrm{z}}_{k}\right)
\end{array}\right]\right) \\
& -\frac{1}{2}\left(\left[\begin{array}{l}
B\left(\bar{y}^{\prime}\right) \\
D^{2} F\left(\widetilde{\lambda}_{0}, \widetilde{u}_{0}\right)\left(\left(\widetilde{\mu}_{0}^{\prime}, \widetilde{w}_{0}^{\prime}\right),(\bar{\lambda}, \bar{u})\right)+D G\left(\widetilde{x}_{0}\right) \bar{y}^{\prime} \\
B\left(\bar{y}_{i}^{\prime}\right) \\
D^{2} F\left(\widetilde{\lambda}_{0}, \widetilde{u}_{0}\right)\left(\left(\widetilde{\mu}_{i, 0}^{\prime}, \widetilde{w}_{i, 0}^{\prime}\right),(\bar{\lambda}, \bar{u})\right)+D G\left(\widetilde{x}_{0}\right) \bar{y}_{i}^{\prime}+A \\
\overline{\mathcal{B}}\left(\overline{\mathrm{z}}_{k}^{\prime}\right) \\
D_{(\lambda, u)}\left(D_{u} F\left(\widetilde{\lambda}_{0}, \widetilde{u}_{0}\right) \widetilde{v}_{k, 0}^{\prime}\right)(\bar{\lambda}, \bar{u})+H\left(\widetilde{\lambda}_{0}, \widetilde{u}_{0}, \overline{\mathrm{z}}_{k}^{\prime}\right)+B
\end{array}\right]\right. \\
& \left.-\left[\begin{array}{l}
B\left(\bar{y}^{\prime}\right) \\
D^{2} F(\lambda, u)\left(\left(\mu^{\prime}, w^{\prime}\right),(\bar{\lambda}, \bar{u})\right)+D G(x) \bar{y}^{\prime} \\
B\left(\bar{y}_{i}^{\prime}\right) \\
D^{2} F(\lambda, u)\left(\left(\mu_{i}^{\prime}, w_{i}^{\prime}\right),(\bar{\lambda}, \bar{u})\right)+D G(x) \bar{y}_{i}^{\prime}+C \\
\overline{\mathcal{B}}^{\prime}\left(\bar{z}_{k}^{\prime}\right) \\
D_{(\lambda, u)}\left(D_{u} F(\lambda, u) v_{k}^{\prime}\right)(\bar{\lambda}, \bar{u})+H\left(\lambda, u, \bar{z}_{k}^{\prime}\right)+D
\end{array}\right]\right) .
\end{aligned}
$$
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