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FRACTIONAL BLOOM BOUNDEDNESS OF COMMUTATORS IN SPACES OF

HOMOGENEOUS TYPE

ZHENBING GONG, JI LI, AND JAAKKO SINKO

ABSTRACT. We aim to characterise boundedness of commutators [b, T ] of singular integrals T . Bound-

edness is studied between weighted Lebesgue spaces Lp(X) and Lq(X), p ≤ q, when the underlying

space X is a space of homogeneous type. Commutator theory in spaces of homogeneous type already

exist in literature, in particular boundedness results in the setting p = q. The purpose here is to extend

the earlier results to the setting of p < q.

Our methods extend those of Duong et al. and Hytönen et al. A novelty here is that in order to show

the lower bound of the commutator norm, we demonstrate that the approximate weak factorisation of

Hytönen can be used when the underlying setting is a space of homogeneous type and not only in the

Euclidean setting. The strength of the approximate weak factorisation is that (when compared to the

so-called median method) it readily allows complex-valued b in addition to real-valued ones. However,

the median method has been previously successfully applied to iterated commutators and thus has its

own strengths. We also present a proof based on that method.
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1. INTRODUCTION

In the early 1970s, Coifman and Weiss introduced the spaces of homogeneous type [6, 7], which

generalize the Euclidean space as a setting for harmonic analysis. We recall that (X, d, µ) is a space of

homogeneous type if d : X × X → [0,∞) is a quasi-metric on X, namely,

(i) for all x, y ∈ X, d(x, y) = d(y, x),

(ii) for all x, y ∈ X, d(x, y) ≥ 0 and d(x, y) = 0 if and only if x = y,

(iii) there exists a constant A0 ≥ 1 such that d(x, y) ≤ A0(d(x, z) + d(z, y)) for all x, y, z ∈ X,

and if µ is a nonnegative measure defined on the Borel sets of X that satisfies the doubling condition,

that is, there exists a constant A1 ≥ 1 such that for all x ∈ X, r > 0,

0 < µ(B(x, 2r)) ≤ A1µ(B(x, r)) < ∞,(1.1)

where B(x, r) := {y ∈ X : d(x, y) < r} is a ball with center x and radius r. A subset U ⊂ X is declared

open if for every x ∈ U there exists r > 0 such that B(x, r) ⊂ U; this defines the topology (and Borel
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sets) in X. If Cµ is the smallest constant such that (1.1) holds, then we call Q := log2 Cµ (the upper

dimension of µ) the doubling order of µ. In fact, (1.1) implies that for all x ∈ X, λ ≥ 1 and r > 0,

µ(B(x, λr)) ≤ A1λ
Qµ(B(x, r)).

Throughout this paper we assume that µ(X) = ∞ and that µ({x0}) = 0 for every x0 ∈ X.

We spare a moment here for a note on the µ-measurable sets. Naturally, for (1.1) to make sense, at

least all balls B(x, r) have to be measurable. Hence, in our definition of a space of homogeneous type

we especially require that all balls are Borel sets. It is very likely that our main results remain valid

even if this regularity assumption is somewhat weakened. We postpone elaborating on this topic to

Section 5.

Research on the boundedness of commutators of singular integral operators on spaces of homoge-

neous type will be traced back to Krantz and Li’s 2001 paper [16]. However, on Euclidean spaces, a

great deal of research has been done. Let X be a space of homogeneous type. For a function f on X,

the commutator [b, T ] of the singular integral operator T with a symbol b, which is defined by

[b, T ] f (x) = b(x)T f (x) − T (b f )(x),

has played a vital role in harmonic analysis, complex analysis, and partial differential equations.

It is well-known that Coifman, Rochberg and Weiss [5] provided a seminal characterization of the

boundedness of the commutator [b,Ri] acting on Lebesgue spaces, where R j =
∂
∂x j
∆
−1/2 denotes the

j-th Riesz transform on the Euclidean space Rn. This characterization was established in terms of

BMO, extending Nehari’s work [22] on Hankel operators from the complex setting to the real setting

of Rn. See [3, 4, 15, 17] for some recent and not-so-recent research development of the commutator

[b, T ] on the Euclidean space Rn and [9, 24] on the spaces of homogeneous type.

In 1985, Bloom [2] proves a two-weight extension of the Nehari [22] result in one dimension.

This extension entailed the characterization of weighted BMO in terms of boundedness of commu-

tators [b,H] in the two-weight setting, where H represents the Hilbert transform on R. Bloom’s

result has been extended by many scholars. In the study commonly referred to as “of Bloom type”,

Holmes–Lacey–Wick [10, 11] have made significant advancements, providing a characterization of

weighted BMO space on Rn in terms of the boundedness of commutators of Riesz transforms in the

two weight setting, by using the methods established by Petermichl [23] for the Hilbert transform,

and by Hytönen [13] for general Calderón–Zygmund operators. Later, Lerner–Ombrosi–Rivera-Rı́os

[18, 19] characterized the boundedness of commutators of Calderón–Zygmund operators with ho-

mogeneous kernels Ω
(

x
|x|

)
1
|x|n

in the two-weight setting. To complete the picture, recently K. Li [20]

extended the recently well-studied two-weight commutator estimates to the multilinear setting. Fur-

ther, the second author and his collaborators [8] considered commutators in the two-weight setting

on spaces of homogeneous type. We refer the reader to [8] for several examples of singular integral

operators and their commutators whose natural settings are examples of spaces of homogeneous type

beyond the Euclidean setting of Rn equipped with the Euclidean distance and Lebesgue measure.

Recently, the third author and his collaborators [12] established the fractional (p ≤ q) Bloom

boundedness of commutators on Rn. Findings are as follows (for notation, see [12] and Section 2

below):

Theorem A ([12]). Let T be a non-degenerate Calderón-Zygmund operator with ω satisfying the

Dini condition and let b ∈ L1
loc

(Rn). Let 1 < p ≤ q < ∞, let α/n = 1/p − 1/q, let λ1 ∈ Ap,p and

λ2 ∈ Aq,q and let ν = νp,q be the fractional Bloom weight as in Definition 2.6. Then, it holds that

‖[b, T ]‖Lp

λ1
(Rn)→L

q

λ2
(Rn) ≈ ‖b‖BMOαν (R

n)
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and

[b, T ] : L
p

λ1
(Rn)→ L

p

λ2
(Rn) is compact iff b ∈ VMOαν (R

n).

Then, it is natural to study the following question: Can one establish the characterisation of bound-

edness of commutators in the fractional Bloom setting in terms of the related weighted BMO space

for Calderón-Zygmund operators T in spaces of homogeneous type? In this paper, we provide a

affirmative response to the unresolved issue and the primary outcome can be articulated as follows:

Theorem 1.1. Let 1 < p ≤ q < ∞, α
Q
=

1
p
− 1

q
, λ1 ∈ Ap,p and λ2 ∈ Aq,q and let ν = νp,q be the fractional

Bloom weight as in Definition 2.6. Suppose b ∈ BMOαν (X). Then for any Calderón-Zygmund operator

T as in Definition 2.2 with ω satisfying the Dini condition, there exists a positive constant C such that

‖[b, T ]‖Lp

λ1
(X)→L

q

λ2
(X) ≤ C‖b‖BMOαν (X).

Theorem 1.2. Suppose b ∈ L1
loc

(X). Suppose T is a Calderón-Zygmund operator as in Definition 2.2

with ω satisfying the Dini condition and suppose T satisfies the “non-degenerate” condition (2.3).

Let 1 < p ≤ q < ∞, α
Q
=

1
p
− 1

q
, λ1 ∈ Ap,p and λ2 ∈ Aq,q and let ν = νp,q be the fractional Bloom weight

as in Definition 2.6. If [b, T ] is a bounded operator from L
p

λ1
(X) to L

q

λ2
(X), then b ∈ BMOαν (X) and

there exists a positive constant C such that

‖b‖BMOαν (X) ≤ C‖[b, T ]‖Lp

λ1
(X)→L

q

λ2
(X).

In a follow-up paper, we will characterize the compactness of [b, T ] : L
p

λ1
(X) → L

q

λ2
(X). This will

complete the generalisation of the main results of [12] to the setting of spaces of homogeneous type.

This paper is organised as follows. In Section 2, we give some notations and recall the necessary

preliminaries on spaces of homogeneous type. In Section 3, we obtain the upper bound of the com-

mutator on spaces of homogeneous type, i.e., Theorem 1.1, by using the sparse pointwise domination.

In Section 4, we provide the lower bound of the commutator, i.e., Theorem 1.2, by using the median

method or approximate weak factorisation.

Throughout the paper, we denote by C positive constants that may vary from line to line and

depend at most on the parameters that are considered fixed. If f ≤ Cg or f ≥ Cg,we then write f . g

or f & g; and if f . g . f , we write f ≈ g. If we want to emphasise the parameters that the constant

C depends at most on, we write f .A0
g or f . CA0

g, for example.

2. NOTATION AND PRELIMINARIES ON SPACES OF HOMOGENEOUS TYPE

2.1. Notation. The most used notation is summarized in the following table:
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X A space of homogeneous type.

d The quasi-metric of the space of homogeneous type X.

µ The doubling measure of the space of homogeneous type X.

p′ Conjugate exponent of p ∈ (1,∞): 1
p
+

1
p′

:= 1.

α Exponent defined by α
Q

:= 1
p
− 1

q
.

λ1 An Ap,p weight in X.

λ2 An Aq,q weight in X.

ν Bloom weight defined by ν := (λ1/λ2)
1

1/p+1/q′ .

χE Indicator function of the set E ⊂ X.

〈 f 〉E Average: 〈 f 〉E := 1
µ(E)

∫
E

f (x)dµ(x).

〈 f , g〉 Integral pairing: 〈 f , g〉 :=
∫

X
f (x)g(x)dµ(x).

w(E) w(E) := 〈w, χE〉.

‖b‖BMOαν (X) ‖b‖BMOαν (X) := supB
1

ν(B)
α
Q

(
1
ν(B)

∫
B
|b(x) − 〈b〉B|dµ(x)

)

‖ f ‖Lp
w(X) ‖ f ‖Lp

w(X) :=
(∫

X
| f (x)w(x)|pdµ(x)

)1/p
.

K∗ K∗(x, y) := K(y, x)

For a µ-measurable set E ⊂ X, we denote

L0(E) := { f : E → C : f is measurable},

L1(X) := { f ∈ L0(X) :

∫

X

| f |dµ < ∞},

L1
loc(X) := { f ∈ L0(X) :

∫

B

| f |dµ < ∞ for all balls B in X},

L∞(X) := { f ∈ L0(X) : f is bounded},

L∞(E) := { f ∈ L∞(X) : f = χE f },

L∞0 (E) := { f ∈ L∞(E) ∩ L1(X) :

∫

E

f dµ = 0},

L∞
+

(E) := { f ∈ L∞(E) : f (x) ≥ 0 for every x ∈ X}.

If f ∈ L∞(X), we write

‖ f ‖L∞(X) := sup
x∈X

| f (x)|

Furthermore, we set

L∞bs(X) := { f ∈ L∞(X) : supp( f ) is bounded}

L1
bs(X) := { f ∈ L1(X) : supp( f ) is bounded}.

2.2. On quasi-metrics. Suppose for this subsection, that we consider just a non-empty quasi-metric

space (X, d) (a set X equipped with a quasi-metric), that does not necessarily have any extra structure

required of a space of homogeneous type.

If A and B are non-empty subsets of X, we set d(A, B) := inf{d(a, b) : a ∈ A, b ∈ B}. A subset

A ⊂ X is called bounded, if it is included in some ball.

The quasi-metric d induces a topology of X when we define: U ⊂ X is open if for every x ∈ U

there exists r > 0 such that B(x, r) ⊂ U. We note that a ball of a quasi-metric space may in general

fail to be open. A closure of a subset A ⊂ X is the closure of A in the topology induced to X by

the quasi-metric, that is, the closure of A is the set of points in X whose every open neighbourhood
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in X intersects A. The support of a function f : X → C is then defined to be the closure of the set

{x ∈ X : f (x) , 0}.

A result of Macı́as and Segovia ([21, Theorem 2] says that each quasi-metric d on X is equivalent

(refer to [21]) to a quasi-metric ρ on X which has the property that balls with respect to ρ are open.

(Note that the topologies induced by d and ρ are the same.) Shifting our focus back to the original

space (X, d), we get the immediate corollary that the center point x of each d-ball B(x, r) is an interior

point of that ball. This fact in turn has the following natural lemmas as corollaries (that are possibly

also provable “directly” from the definition of a quasi-metric):

Lemma 2.1. Let A ⊂ X. The closure of A is

{x ∈ X | ∀r > 0: B(x, r) ∩ A , ∅}.

Lemma 2.2. Suppose ∅ , A, B ⊂ X. If d(A, B) > 0, then the closures of A and B are disjoint.

Lemma 2.3. If A ⊂ X is bounded, then the closure of A is bounded.

Note how the first lemma says in particular that even though it is possible that some balls are not

open, the balls and open sets are interchangeable in some contexts.

2.3. Geometric doubling property. It is well-known that the doubling property of the measure for

spaces of homogeneous type implies the following geometric doubling property of the quasi-metric

(see e.g. [6, p. 67] for a related deduction):

Lemma 2.4. Let X be a space of homogeneous type. Then there exists a constant N such that each

ball B(x, r) can be covered by at most N balls of radius r/2.

2.4. (Non-degenerate) ω-Calderón-Zygmund kernels on spaces of homogeneous type.

Definition 2.1. A function K : (X × X) \ {(x, x) : x ∈ X} → C is called a ω-Calderón-Zygmund

kernel if it satisfies the following estimates: for all x , y,

(2.1) |K(x, y)| ≤
cK

V(x, y)

and for d (x, x′) < (2A0)−1 d(x, y),

∣∣∣K(x, y) − K
(
x′, y

)∣∣∣ +
∣∣∣K(y, x) − K

(
y, x′

)∣∣∣ ≤ 1

V(x, y)
ω

(
d (x, x′)

d(x, y)

)

where V(x, y) = µ(B(x, d(x, y))) and ω : [0, 1]→ [0,∞) is continuous, increasing, subadditive,ω(0) =

0. By the doubling condition we have that V(x, y) ≈ V(y, x).

We say that ω satisfies the Dini condition if

‖ω‖Dini =

∫ 1

0

ω(t)
dt

t
< ∞.(2.2)

A kernel K is said to be non-degenerate, if there are positive constants c0 and C̄ such that for every

x ∈ X and r > 0, there exists y ∈ B(x, C̄r)\B(x, r) satisfying

|K(x, y)| ≥
1

c0µ(B(x, r))
.(2.3)
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2.5. The singular integral operator on spaces of homogeneous type.

Definition 2.2. We say that T is a Calderón-Zygmund operator on (X, d, µ) if T is bounded on

L2(X) and has the ω-Calderón-Zygmund kernel K(x, y) such that

(2.4) T f (x) =

∫

X

K(x, y) f (y)dµ(y)

for any x < supp( f ).

Note that for f ∈ L2(X), the integral representation (2.4) is absolutely convergent for any x <

supp( f ). This follows from the kernel size assumption (2.1). Namely, given such an element x there

exists a radius r > 0 such that B(x, r) ⊂ f −1({0}) (note Lemma 2.1). Then |K(x, y)| ≤ cKV(x, y)−1 ≤

cKµ(B(x, r))−1
=: β for all y < B(x, r). We have

∫

X

|K(x, y) f (y)|dµ(y) ≤ ‖ f ‖L2(X)

( ∫

X\B(x,r)

|K(x, y)|2dµ(y)
)1/2

(2.5)

= ‖ f ‖L2(X)

(
2 ·

∫ β

0

t · µ({y ∈ X \ B(x, r) : |K(x, y)| > t})dt
)1/2

.(2.6)

Given that β < ∞, the following weak-type inequality for K (in a single variable) finishes the proof

of the convergence of the integral:

dK(t) := µ
(
{y ∈ X \ {x} : |K(x, y)| > t}

)
.cK ,Cµ t−1 for t > 0.

The general idea for a proof of this inequality is contained in the proof of [21, Theorem 3]. (For

the proof, we may assume that dK(t) > 0.) However, a simplification of that idea suffices for our

purposes. Namely: Because |K(x, y)| > t implies that µ(B(x, d(x, y))) = V(x, y) < cK/t and because

V(x, y)→ µ(X) = ∞ as d(x, y)→ ∞, it must hold that the set of such y is included in a ball centred at x

with some radius. If R = R(cK , t) is the infimum of such radii, then after choosing some y(t) relatively

close to the boundary of this smallest ball (say d(x, y(t)) > R/2; compare with [21]), it follows that all

y in consideration are contained in a ball centred at x with radius ≈ d(x, y(t)). The doubling property

finishes the proof because

µ(B(x, cd(x, y(t)))) .Cµ V(x, y(t)) .cK
|K(x, y(t))|−1 <

1

t
.

In fact, with similar components, one can prove that for f ∈ ∪1≤p<∞Lp(X) and x < supp( f ), it holds

that

(2.7)

∫

X

|K(x, y) f (y)|dµ(y) < ∞,

as a consequence of the kernel size assumption.

2.6. Commutators. The space L∞
bs

(X) of bounded functions that have bounded support is dense in

Lp(w) for any non-negative w ∈ L1
loc

(X) and 1 < p < ∞.

Let us note that a Calderón-Zygmund operator T : L2(X) → L2(X) with ‖ω‖Dini < ∞ has a unique

bounded continuation T : L1(X) → L1,∞(X) that satisfies

‖T‖L1(x)→L1,∞(X) .Cµ,A0
(‖T‖L1(x)→L1,∞(X) + ‖ω‖Dini).

Also, for f ∈ L1(X) and x < supp( f ), it holds that

T f (x) =

∫

X

K(x, y) f (y)dµ(y),
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where K is the kernel associated with T : L2(X) → L2(X).

A few words about the proof of the existence of this continuation: Because the measurable sets

in X are exactly the Borel sets, the standard proof with a Whitney decomposition of the level set of

the maximal function combined with the Calderón-Zygmund decomposition of a function gives the

proof. We refer to the book [25, Chapter I]. However, a space of homogeneous type equipped with

a quasi-metric with some non-open balls do not directly fall under these methods. (For example:

Is the level set of the maximal function open then?) Anyway, one circumvents this problem, for

example, by proving the weak-type (1, 1) of T first when the quasi-metric has open balls and then

using the regularization result of [21, Theorem 2] to obtain the weak-type (1, 1) of T for all spaces.

Here it is noteworthy that if T is a Calderón-Zygmund operator with ‖ω‖Dini < ∞ in a given space of

homogeneous type, then substituting the quasi-metric with an equivalent one with open balls preserves

this property of T in the resulting new space of homogeneous type.

For f ∈ L∞
bs

(X) and b ∈ L1
loc

(X), it holds that b f ∈ L1(X). Therefore we make the following

definition of the commutator [b, T ] in the dense set L∞
bs

(X):

Definition 2.3. Suppose T is a Calderón-Zygmund operator on (X, d, µ) with ‖ω‖Dini < ∞. Let

b ∈ L1
loc

(X). We define the commutator [b, T ] on f ∈ L∞
bs

(X) by setting

[b, T ] f := bT f − T (b f ).

2.7. A System of Dyadic Cubes. In a space of homogeneous type (X, d, µ), a countable family D :=

∪k∈ZDk,Dk :=
{
Qk
α : α ∈ Ak

}
, of Borel sets Qk

α ⊆ X is called a system of dyadic cubes with parameters

δ ∈ (0, 1) and 0 < a1 ≤ A1 < ∞ if it has the following properties:

X =
⋃

α∈Ak

Qk
α (disjoint union) for all k ∈ Z;

if ℓ ≥ k, then either Qℓ
β
⊆ Qk

α or Qk
α ∩ Qℓ

β
= ∅; for each (k, α) and each ℓ ≤ k, there exists a unique β

such that Qk
α ⊆ Qℓ

β
; for each (k, α) there exists at most M (a fixed geometric constant) β such that

Qk+1
β
⊆ Qk

α, and Qk
α =

⋃
Q∈Dk+1,Q⊆Qk

α

Q;

B
(
xk
α, a1δ

k
)
⊆ Qk

α ⊆ B
(
xk
α, A1δ

k
)
=: B

(
Qk
α

)
;

if ℓ ≥ k and Qℓ
β
⊆ Qk

α, then B
(
Qℓ
β

)
⊆ B

(
Qk
α

)
.

The set Qk
α is called a dyadic cube of generation k with centre point xk

α ∈ Qk
α and sidelength δk. From

the properties of the dyadic system above and from the doubling measure, we can deduce that there

exists a constant Cµ,0 depending only on Cµ as in (1.2) and a1, A1 as above, such that for any Qk
α and

Qk+1
β

with Qk+1
β
⊂ Qk

α,

µ
(
Qk+1
β

)
≤ µ

(
Qk
α

)
≤ Cµ,0µ

(
Qk+1
β

)
.

2.8. Sparse Operators on Spaces of Homogeneous Type. Let D be a system of dyadic cubes on

X. Given 0 < η < 1, a collection S ⊂ D of dyadic cubes is said to be η-sparse provided that for

every Q ∈ S , there is a measurable subset EQ ⊂ Q such that µ(EQ) ≥ ηµ(Q) and the sets {EQ}Q∈S
have only finite overlap.

Definition 2.4. Given 0 < η < 1 and an η-sparse family S ⊂ D of dyadic cubes. The sparse

operatorAS f (x) is defined by

AS f (x) :=
∑

Q∈S

〈 f 〉QχQ(x).(2.8)
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At the same time, the two weight fractional sparse operator is defined by

A
p,q

λ1,λ2
( f ; S ) =

∑

P∈S

λ
p

1
(P)

1
pλ
−q′

2
(P)

1
q′

µ(P)
〈 f 〉PχP

2.9. Muckenhoupt weights.

Definition 2.5. Let w : X → (0,∞) be a locally integrable function and 1 < p < ∞.

We say that w is an Ap weight, written w ∈ Ap, if

[w]Ap
:= sup

B

( ∫
B

wdµ
)( ∫

B
w−

1
p−1 dµ

)p−1

µ(B)p
< ∞,

where the supremum is taken over all balls B ⊂ X.

We say that w is an Ap,p weight, written w ∈ Ap,p, if wp ∈ Ap. Then we write [w]Ap,p
:= [wp]

1/p

Ap
.

It is a direct consequence of the above definition of an Ap weight w and Hölder’s inequality that

whenever B is a ball and E ⊂ B satisfies µ(E) > 0, then

w(B) ≤ [w]Ap

(
µ(B)

µ(E)

)p

w(E)

In particular, if x ∈ X, r > 0, λ > 1, then

w(B(x, λr)) ≤ [w]Ap

(
µ(B(x, λr)

µ(B(x, r))

)p

w(B(x, r)) ≤ [w]Ap
Cp
µλ
Qpw(B(x, r)).

Thus the doubling of µ induces doubling of any Ap weight w in the above sense.

2.10. On the fractional Bloom weight.

Definition 2.6. Given two weights λ1, λ2 and exponents 1 < p, q < ∞, we define the Bloom weight

ν = νp,q = (λ1/λ2)
1

1/p+1/q′ = (λ1/λ2)
1

1+α/Q , where
α

Q
=

1

p
−

1

q
.

2.11. The space of functions of weighted fractional bounded mean oscillation BMOαw.

Definition 2.7. For a positive weight w and a parameter α ∈ R, a function b ∈ L1
loc

(X) belongs to

BMOαw(X) if

‖b‖BMOαw(X) := sup
B

Mα
w(b, B) := sup

B

1

w(B)
α
Q

(
1

w(B)

∫

B

|b(x) − 〈b〉B|dµ(x)

)
< ∞,(2.9)

where 〈b〉B := 1
µ(B)

∫
B

b(x)dµ(x) and the supremum is taken over all balls B ⊂ X.

Definition 2.8. Let 0 < η < 1. Let D be a dyadic system in X and let S ⊂ D be a η-sparse family.

Let λ1, λ2 be weights and b ∈ L1
loc

(X) and define

‖b‖BMO
p,q

λ1 ,λ2
(S ) = sup

Q∈S

1

λ
p

1
(Q)

1
pλ
−q′

2
(Q)

1
q′

∫

Q

∣∣∣b − 〈b〉Q
∣∣∣ dµ

According to the proof of [12, Proposition 3.1], we have the following relationship between

BMO
p,q

λ1,λ2
(S ) and BMOαν functions on X.
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Lemma 2.5. Suppose that 1 < p, q < ∞ and λ1 ∈ Ap,p, λ2 ∈ Aq,q and let α/Q = 1/p − 1/q. Let

b ∈ L1
loc

(X). Let ν be the fractional Bloom weight as in Definition 2.6. Then, it holds that

1 ≤
λ

p

1
(B)1/pλ

−q′

2
(B)1/q′

ν(B)1+α/Q
≤ [λ1]Ap,p

[λ2]Aq,q

for all balls B ⊂ X. Also, ν ∈ As, where

s := 1 +
1/p′ + 1/q

1/p + 1/q′
=

2

1 + α/Q
.

and we have [ν]
1/p+1/q′

As
≤ [λ1]Ap,p

[λ2]Aq,q
.

If additionally 0 < η < 1, D is a dyadic system in X and S ⊂ D is a η-sparse family, then

‖b‖BMOαν (X) & ‖b‖BMO
p,q

λ1 ,λ2
(S ).

3. PROOF OF THEOREM 1.1

In order to obtain the proof of Theorem 1.1. we recall that Duong et. al. ([8]) have obtained the

sparse pointwise domination of the commutator on a space of homogeneous type.

Lemma 3.1 ([8]). Let T be the Calderón-Zygmund operator as in Definition 2.2 with ω satisfying the

Dini condition and let b ∈ L1
loc

(X). For every f ∈ L∞(X) with bounded support, there exist T dyadic

systems D t, t = 1, 2, . . . ,T and η-sparse families St ⊂ D t such that for a.e. x ∈ X,

|[b, T ] f (x)| ≤ C

( T∑

t=1

∑

Q∈St

|b(x) − 〈b〉Q|

(
1

µ(Q)

∫

Q

| f (z)|dµ(z)

)
χQ(x)(3.1)

+

T∑

t=1

∑

Q∈St

(
1

µ(Q)

∫

Q

|b(z) − 〈b〉Q|| f (z)|dµ(z)

)
χQ(x)

)

:= C

T∑

t=1

(
Ab,St

| f |(x) +A∗b,St
| f |(x)

)
.

By Lemma 3.1, we need to show the following two propositions.

Proposition 3.2. Suppose b ∈ BMOαν (X). Let 1 < p ≤ q < ∞, α
Q
=

1
p
− 1

q
, λ1 ∈ Ap,p and λ2 ∈ Aq,q

and let ν = νp,q be the fractional Bloom weight as in Definition 2.6. Then for the operatorAb,S as in

Lemma 3.1, there exists a positive constant C such that
∥∥∥Ab,S | f |

∥∥∥
L

q

λ2
(X)
≤ C‖b‖BMOαν (X)‖ f ‖Lp

λ1
(X).

Proposition 3.3. Suppose b ∈ BMOαν (X). Let 1 < p ≤ q < ∞, α
Q
=

1
p
− 1

q
, λ1 ∈ Ap,p and λ2 ∈ Aq,q

and let ν = νp,q be the fractional Bloom weight as in Definition 2.6. Then for the operatorA∗
b,S

as in

Lemma 3.1, there exists a positive constant C such that
∥∥∥A∗b,S | f |

∥∥∥
L

q

λ2
(X)
≤ C‖b‖BMOαν (X)‖ f ‖Lp

λ1
(X).

In order to obtain the above two propositions, we need the following lemma.
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Lemma 3.4 ([8]). Let 0 < η < 1. Let D be a dyadic system in X and let S ⊂ D be a η-sparse family.

Assume that b ∈ L1
loc

(X). Then there exists a
η

2(η+1)
-sparse family S̃ ⊂ D such that S ⊂ S̃ and for

every cube Q ∈ S̃ , ∣∣∣b(x) − 〈b〉Q
∣∣∣ ≤ C

∑

P∈S̃ ,P⊂Q

Ω(b, P)χP(x),

for a.e. x ∈ Q, where

Ω(b, P) :=
1

µ(P)

∫

P

|b(x) − 〈b〉P|dµ(x).

By Lemma 3.4 and Lemma 2.5, we have

〈∣∣∣b − 〈b〉Q
∣∣∣ | f |

〉
Q
.

〈 ∑

P∈S̃
P⊂Q

〈|b − 〈b〉P|〉P | f |χP

〉

Q

=

〈 ∑

P∈S̃
P⊂Q

〈|b − 〈b〉P|〉P 〈| f |〉PχP

〉

Q

. C[λ1]Ap,p ,[λ2]Aq,q
‖b‖BMOαν

〈 ∑

P∈S̃
P⊂Q

λ
p

1
(P)

1
pλ
−q′

2
(P)

1
q′

µ(P)
〈| f |〉PχP

〉

Q

.

Thus, it is enough to show Proposition 3.3. By duality and Hölder’s inequality, we have
∥∥∥Ap,q

λ1,λ2
( f ; S̃ )

∥∥∥
L

q

λ2
(X)
= sup

g:‖g‖
L

q′

λ2
−1

(X)
=1

∣∣∣∣
〈
A

p,q

λ1,λ2
( f ; S̃ ), g

〉∣∣∣∣

≤ sup
g:‖g‖

L
q′

λ−1
2

(X)
=1

∑

Q∈S̃

λ1
p(Q)

1
p 〈| f |〉Qλ

−q′

2
(Q)

1
q′ 〈|g|〉Q

≤ sup
g:‖g‖

L
q′

λ−1
2

(X)
=1


∑

Q∈S̃

〈| f |〉
q

Q
λ1

p(Q)
q

p



1
q

∑

Q∈S̃

〈|g|〉
q′

Q
λ
−q′

2
(Q)



1
q′

≤ sup
g:‖g‖

L
q′

λ−1
2

(X)
=1


∑

Q∈S̃

〈| f |〉
p

Q
λ1

p(Q)



1
p

∑

Q∈S̃

〈|g|〉
q′

Q
λ
−q′

2
(Q)



1
q′

(X)

. sup
g:‖g‖

L
q′

λ−1
2

(X)
=1

[λ1]
p′

Ap,p

[
λ−1

2

]q

Aq′,q′
‖ f ‖Lp

λ1
(X)‖g‖Lq′

λ−1
2

(X)
= [λ1]

p′

Ap,p
[λ2]

q

Aq,q
‖ f ‖Lp

λ1
(X),

where we use ‖ · ‖ℓq ≤ ‖ · ‖ℓp (by p ≤ q ).

Hence, by the above inequality, we have
∥∥∥A∗b,S f

∥∥∥
L

q

λ2
(X)
. C[λ1]Ap,p ,[λ2]Aq,q

‖b‖BMOαν (X)

∥∥∥Ap,q

λ1,λ2
( f ; S̃ )

∥∥∥
L

q

λ2
(X)

. C[λ1]Ap,p ,[λ2]Aq,q
‖b‖BMOαν (X)‖ f ‖Lp

λ1
(X).

The proof of Theorem 1.1 is complete.

4. PROOF OF THEOREM 1.2

4.1. A proof using the median method. If b is a real-valued measurable function, we can use the

approach and method in [8] (“median method”). We recall the following kernel condition from [8].
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Definition 4.1. There exist positive constants 3 ≤ A1 ≤ A2 such that for any ball B := B(x0, r) ⊂ X,

there exists a ball B̃ := B(y0, r) such that A1r ≤ d(x0, y0) ≤ A2r, and for all (x, y) ∈ B × B̃, K(x, y)

does not change sign and

|K(x, y)| &
1

µ(B)
.(4.1)

Lemma 4.1 ([8]). Let T be a Calderón-Zygmund operator with kernel K as Definition 2.1, and satisfy

the “non-degenerate” condition (2.3). Then T satisfies (4.1).

Definition 4.2. By a median value of a real-valued measurable function f over B, we mean a

possibly non-unique, real number αB( f ) such that

µ(x ∈ B : f (x) > αB( f )) ≤
1

2
µ(B)

and

µ(x ∈ B : f (x) < αB( f )) ≤
1

2
µ(B).

Lemma 4.2 ([8]). Let b be a real-valued measurable function. For any ball B, let B̃ be as in Definition

4.1. Then there exist measurable sets E1, E2 ⊂ B and F1, F2 ⊂ B̃, such that

(1) B = E1 ∪ E2, B̃ = F1 ∪ F2 and µ(Fi) ≥
1
2
µ(B̃), i = 1, 2;

(2) b(x) − b(y) does not change sign for all (x, y) in Ei × Fi, i = 1, 2;

(3) |b(x) − αB̃(b)| ≤ |b(x) − b(y)| for all (x, y) in Ei × Fi, i = 1, 2.

We now return to the proof of Theorem 1.2. We set

F1 := {y ∈ B̃ : b(y) ≤ αB̃(b)} and F2 := {y ∈ B̃ : b(y) ≥ αB̃(b)}

E1 := {y ∈ B : b(y) ≤ αB̃(b)} and E2 := {y ∈ B : b(y) ≥ αB̃(b)}

Therefore, we have

Ω(b, B) =
1

µ(B)

∫

B

|b(x) − 〈b〉B|dµ(x)

.
1

µ(B)

2∑

i=1

∫

B

|b(x) − αB̃|dµ(x)

.
1

µ(B)

2∑

i=1

∫

Ei

∫

Fi

|b(x) − αB̃|

µ(B)
dµ(y)dµ(x)

.
1

µ(B)

2∑

i=1

∫

Ei

∫

Fi

|b(x) − b(y)||K(x, y)|dµ(y)dµ(x)

.
1

µ(B)

2∑

i=1

∫

B

|[b, T ] fi(x)|dµ(x)

Using Hölder inequality and [b, T ] is a bounded operator from L
p

λ1
(X) to L

q

λ2
(X), we have

1

µ(B)

2∑

i=1

∫

B

[b, T ] fi(x)dµ(x) =
1

µ(B)

2∑

i=1

∫

B

|[b, T ] fi(x)|λ2(x)λ−1
2 (x)dµ(x)
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.
1

µ(B)

2∑

i=1

[ ∫

B

|[b, T ] fi(x)|qλ
q

2
(x)dµ(x)

] 1
q
[ ∫

B

λ
−q′

2
(x)dµ(x)

] 1
q′

. ‖[b, T ]‖Lp

λ1
→L

q

λ2

(
λ

p

1
(B̃)

) 1
p
(
λ
−q′

2
(B)

) 1
q′

.

By the definition of Ap,p weights, and the doubling property, we have

λ
p

1
(B̃) . [λ1]Ap,p

λ
p

1
(B).

Thus, if b is a real-valued measurable function. The proof of Theorem 1.2 is complete.

4.2. A proof using approximate weak factorisation. This method readily allows complex-valued

multiplier functions b of the commutator [b, T ], and not only real-valued b like the median method

allows. The aim is to prove the following Proposition 4.3 so that it can be then used to transform infor-

mation on the commutator (boundedness) to information on the oscillation of b (cf. [12, Proposition

4.2]). For any unclear notation, see Section 2 above and Definition 4.3 below.

We will work with assumptions on the operator T that are weaker than those formulated in Theo-

rem 1.2.

Proposition 4.3. Suppose K is a non-degenerate ω-Calderón-Zygmund kernel in X and suppose

T ∈ SIO(K, L1
bs

(X)), b ∈ L1
loc

(X) and c ≥ 1. Let B be a ball in X with radius r.

Then there exists a ball B̃ that has the same radius r as B, lies at distance d(B, B̃) ≈ r from B and

the following holds: for any E ⊂ B and Ẽ ⊂ B̃ such that µ(B) ≤ cµ(E) and µ(B̃) ≤ cµ(Ẽ), we have

(4.2)

∫

E

|b − 〈b〉E |dµ .
∣∣∣
∫

Ẽ

gẼ[b, T ]hEdµ
∣∣∣ +

∣∣∣
∫

Ẽ

hẼ[b, T ]gEdµ
∣∣∣,

where the auxiliary functions gE, hE ∈ L∞(E) and gẼ, hẼ ∈ L∞(Ẽ) satisfy

gE = χE, gẼ = χẼ, ‖hE‖L∞(X) . 1, ‖hẼ‖L∞(X) . 1.

The implied constants depend at most on the kernel parameters c0, C̄, cK , the parameters Cµ and A0

of the space X and on c.

We begin by generalising a result of [14] for non-degenerate kernels to the setting of spaces of

homogeneous type.

Proposition 4.4. Let K be a non-degenerate ω-Calderón-Zygmund kernel in X. Then for each A ≥

2A2
0
+ A0, there exists εA > 0 such that the following is true: for every ball B = B(y0, r), there is a ball

B̃ = B(x0, r) at distance

(4.3) d(B, B̃) ≥ r

such that: Ar ≤ d(x0, y0) < C̄Ar,

(4.4) |K(x0, y0)| ≈
1

µ(B(y0, Ar))
,

for all x ∈ B̃ we have

(4.5)

∫

B

|K(x, y) − K(x0, y0)|dµ(y) . εA

µ(B)

µ(B(y0, Ar))

and for all y ∈ B we have

(4.6)

∫

B̃

|K(x, y) − K(x0, y0)|dµ(x) . εA

µ(B̃)

µ(B(y0, Ar))
.



FRACTIONAL BLOOM BOUNDEDNESS OF COMMUTATORS 13

Additionally, εA → 0 as A→∞.

The implied constants depend at most on the kernel parameters c0, cK and the parameters Cµ and

A0 of the space X.

Proof. Let A ≥ 2A2
0 + A0 and let B = B(y0, r) be a ball. By the non-degeneracy assumption, there

exists a point x0 ∈ B(y0, C̄Ar) \ B(y0, Ar) such that

1

µ(B(y0, Ar))
.c0
|K(x0, y0)| .cK

1

V(x0, y0)
≈Cµ,A0

1

V(y0, x0)
=

1

µ(B(y0, d(x0, y0)))

≤
1

µ(B(y0, Ar))
.(4.7)

Let B̃ := B(x0, r). It holds that

V(x0, y0) ≈c0 ,cK ,Cµ,A0
µ(B(y0, Ar)) and |K(x0, y0)| ≈c0 ,cK ,Cµ,A0

1

µ(B(y0, Ar))
.

Note that by applying the quasi-triangle inequality twice, we get for all x ∈ B̃ and y ∈ B that

d(x, y) ≥ A−1
0 d(x, y0) − d(y, y0) ≥ A−2

0 d(x0, y0) − A−1
0 d(x, x0) − d(y, y0)

> (A−2
0 A − A−1

0 − 1)r

A≥2A2
0
+A0

≥ r.

Thus d(B, B̃) ≥ r.

Let x ∈ B̃ and y ∈ B. Then

d(y, y0) < r
A≥2A2

0
+A0

≤ 2−1(AA−2
0 r − A−1

0 r) < 2−1(A−2
0 d(x0, y0) − A−1

0 d(x, x0))

≤ (2A0)−1d(x, y0)(4.8)

and

d(x, x0) < r
A>2A0

< (2A0)−1Ar ≤ (2A0)−1d(x0, y0).

Hence we can write

|K(x, y) − K(x0, y0)|

≤ |K(x, y) − K(x, y0)| + |K(x, y0) − K(x0, y0)|

≤
1

V(x, y0)
ω
(d(y, y0)

d(x, y0)

)
+

1

V(x0, y0)
ω
( d(x, x0)

d(x0, y0)

)

≤
1

V(x, y0)
ω
( r

A−1
0

Ar − r

)
+

1

V(x0, y0)
ω
( r

Ar

)

=
1

µ(B(y0, Ar))

(µ(B(y0, Ar))

V(x, y0)
ω
( 1

A−1
0

A − 1

)
+
µ(B(y0, Ar))

V(x0, y0)
ω
( 1

A

))
.

Note that if z ∈ B(x0, d(x0, y0)), then

d(z, x) ≤ A0d(z, x0) + A0d(x0, x)

< A0d(x0, y0) + A0r

≤ A0(A0d(x0, x) + A0d(x, y0)) + A0r
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< A2
0r + A2

0d(x, y0) + A0r

(4.8)
< 2−1A0d(x, y0) + A2

0d(x, y0) + 2−1d(x, y0)

= (A2
0 + 2−1A0 + 2−1)d(x, y0)

Thus

B(x0, d(x0, y0)) ⊂ B(x, (A2
0 + 2−1A0 + 2−1)d(x, y0)).

Hence

(4.9) V(x0, y0) ≤ µ(B(x, (A2
0 + 2−1A0 + 2−1)d(x, y0))) ≤ Cµ(A

2
0 + 2−1A0 + 2−1)QV(x, y0).

We use
µ(B(y0, Ar))

V(x, y0)

(4.9)

.Cµ ,A0

µ(B(y0, Ar))

V(x0, y0)

(4.7)

.Cµ,A0
1.

This final inequality chain allows us to continue one of our previous estimates to get

|K(x, y) − K(x0, y0)| .Cµ,A0

1

µ(B(y0, Ar))

(
ω
( 1

A−1
0

A − 1

)
+ ω

( 1

A

))

=:
εA

µ(B(y0, Ar))
.

It then holds that εA → 0 as A → ∞, because ω is a modulus of continuity. Then integrating over

y ∈ B or x ∈ B̃, we get for all x1 ∈ B̃ and y ∈ B that
∫

B

|K(x1, y) − K(x0, y0)|dµ(y) .Cµ ,A0
εA

µ(B)

µ(B(y0, Ar))
,

and
∫

B̃

|K(x, y1) − K(x0, y0)|dµ(x) .Cµ ,A0
εA

µ(B̃)

µ(B(y0, Ar))
.

�

How to use the norm of the commutator [b, T ] to bound oscillations of b over balls B? The idea,

that is taken from [14], is to use a decomposition

f = −
− f

T ∗g
T ∗g =: −hT ∗g = gTh − hT ∗g − gTh =: gTh − hT ∗g + f̃ ,

where T ∗ is in some sense the transpose of T and f is in the dual of the space that b belongs to and

supported in the ball B. Here one has to check that one does not divide by zero when one divides by

T ∗g. Proposition 4.4 will help there. Then we could formally write
∫

B

|b − 〈b〉E | . |〈b, f 〉| = |〈b, gTh〉 − 〈b, hT ∗g〉 + 〈b, f̃ 〉| = |〈bTh, g〉 − 〈T (bh), g〉 + 〈b, f̃ 〉|

= |〈[b, T ]h, g〉 + 〈b, f̃ 〉|

≤ |〈[b, T ]h, g〉| + |〈b, f̃ 〉|.

This inequality chain provides information that the dual pairing for the commutator bounds oscilla-

tions of b, modulo an error term. The aim is to absorb the error term |〈b, f̃ 〉| to the left-hand side of this

inequality chain. To make this possible, we use our decomposition once for f̃ so that our upper bound

will in the end have a sum of two dual pairings for the commutator and a suitable error term |〈b, ˜̃f 〉|.

This second iteration of the decomposition will also make it so that we do not need to qualitatively

assume a priori that b has bounded mean oscillation: it is enough to assume local integrability of b.



FRACTIONAL BLOOM BOUNDEDNESS OF COMMUTATORS 15

Details will be provided. For the purposes of proving a lower bound for the commutator norm

‖[b, T ]‖, the boundedness of T does not play a role. Thus for lower bounds we work with the assump-

tion that T is as described in Definition 4.3 and additionally satisfies the “non-degenerate” condition.

Definition 4.3. Let K be an ω-Calderón-Zygmund kernel in X.

SupposeF ⊂ L1(X). Suppose that the mapping T : F → L0(X) satisfies the following requirement:

for f ∈ F and for every x ∈ X \ supp( f ),

(4.10) T f (x) =

∫

X

K(x, y) f (y)dµ(y).

Then we write T ∈ SIO(K,F ).

Note that the integral (4.10) converges absolutely; a consequence of the upper bound for |K|. One

should think that T is a kind of singular integral mapping on its domain F , associated with the kernel

K.

We now define the commutator for our not necessarily bounded singular integral mappings.

Definition 4.4. Suppose that K is an ω-Calderón-Zygmund kernel in X and suppose that T ∈

SIO(K, L1
bs

(X)). Let b ∈ L1
loc

(X).

We define the commutator [b, T ] : L∞
bs

(X) → L0(X) by setting

[b, T ] f := bT f − T (b f ).

Remark 4.5. Note that the above definition of a commutator is well-set, because f ∈ L∞
bs

(X) ⊂ L1
bs

(X)

and b f ∈ L1
bs

(X), when f ∈ L∞
bs

(X). Also, it agrees with Definition 2.3.

We now present a practical lemma that essentially is just checking that we may change integration

order in certain double integrals. For an ω-Calderón-Zygmund kernel K in X, we write K∗(x, y) :=

K(y, x). It is quite immediate that then K∗ is also an ω-Calderón-Zygmund kernel in X. In particular,

we have

|K∗(x, y)| ≤
Cµ(2A0)QcK

V(x, y)
,

where x , y and cK is the constant for K from the definition of K.

Lemma 4.6. Suppose K is an ω-Calderón-Zygmund kernel in X. Suppose that O and P are balls and

that d(O, P) > 0. Suppose f ∈ L∞(O) and g ∈ L∞(P). Suppose b ∈ L1
loc

(X). Then
∫

P

∫

O

b(x)K(x, y) f (y)g(x)dµ(y)dµ(x) =

∫

O

∫

P

b(x)K∗(y, x) f (y)g(x)dµ(x)dµ(y),

where the both the inner and outer integrals converge absolutely.

Proof. We first note that the inner integrals are absolutely convergent for all x ∈ P or for all y ∈ O,

respectively. This is because f ∈ L1(X), bg ∈ L1(X) and because the closures of O and P in X are

disjoint (by Lemma 2.2).

Note that (x, y) 7→ b(x)K(x, y) f (y)g(x) is measurable P × O → C. We further justify the use of

Fubini’s theorem by proving that
∫

P

∫

O

|b(x)K(x, y) f (y)g(x)|dµ(y)dµ(x) < ∞.

Denote the radius of P by r and set s = d(O, P). Let (x, y) ∈ P × O. We have

V(x, y) = µ(B(x, d(x, y))) ≥ µ(B(x, s)).
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Note that P ⊂ B(x, 2A0r) = B(x, cs), where c := 2A0rs−1. In case c ≤ 1, we see that P ⊂ B(x, s). If on

the other hand c > 1, then

µ(P) ≤ µ(B(x, cs)) ≤ Cµc
Qµ(B(x, s)).

Thus in any case

V(x, y) ≥ µ(B(x, s)) &Cµ,A0,r,s µ(P) > 0.

Using this estimate, we see that
∫

P

∫

O

|b(x)K(x, y) f (y)g(x)|dµ(y)dµ(x) ≤ ‖ f ‖L∞‖g‖L∞

∫

P

|b(x)|

∫

O

|K(x, y)|dµ(y)dµ(x)

.P,Cµ,A0
‖ f ‖L∞‖g‖L∞

cKµ(O)

µ(P)

∫

P

|b(x)|dµ(x) < ∞.

Thus we may exchange the integration order to get the claim. �

Corollary 4.7. Suppose K is an ω-Calderón-Zygmund kernel in X. Suppose that O and P are balls

and that d(O, P) > 0. Suppose f ∈ L∞(O) and g ∈ L∞(P).

(i) Suppose that b ∈ L∞(X), T ∈ SIO(K, L∞
bs

(X)) and T ∗ ∈ SIO(K∗, L∞
bs

(X)). Then
∫

X

T f · bgdµ =

∫

X

f · U(bg)dµ.

(ii) Suppose that b ∈ L1
loc

(X), T ∈ SIO(K, L1
bs

(X)) and T ∗ ∈ SIO(K∗, L1
bs

(X)). Then
∫

X

T f · bgdµ =

∫

X

f · U(bg)dµ.

In Corollary 4.7 and in what follows, when T is a singular integral (in the sense of Definition

4.3) having kernel K, the notation T ∗ will just be used to denote a singular integral having kernel K∗.

In particular, T ∗ is not read here as “the adjoint operator of T”. Although, from Corollary 4.7 it is

immediate that such a T ∗ has properties similar to an adjoint operator.

Notation: For this section only, we use the following notation: Throughout, we suppose that K

is an ω-Calderón-Zygmund kernel in X. Suppose ξ ≥ 1, A ≥ 2A2
0 + A0, ε > 0, B = B(y0, r) and

B̃ = B(x0, r) are such that the following statements hold:

(4.11) d(B, B̃) ≥ r,

(4.12) Ar ≤ d(x0, y0) ≤ ξAr,

(4.13) |K(x0, y0)| ≤ ξ
1

µ(B(y0, Ar))
and

1

µ(B(y0, Ar))
≤ ξ|K(x0, y0)|,

for all x ∈ B̃ we have

(4.14)

∫

B

|K(x, y) − K(x0, y0)|dµ(y) ≤ ξε
µ(B)

µ(B(y0, Ar))
,

and for all y ∈ B we have

(4.15)

∫

B̃

|K(x, y) − K(x0, y0)|dµ(x) ≤ ξε
µ(B̃)

µ(B(y0, Ar))
.

For the purposes of this section, we call such a sextuple (K, ξ, A, ε, B, B̃) admissible.



FRACTIONAL BLOOM BOUNDEDNESS OF COMMUTATORS 17

The motivation behind this notion is that a non-degenerate kernel is admissible by Proposition 4.4.

Additionally, unlike non-degeneracy, it is easy to see that admissibility of K is transferred to admissi-

bility of K∗ as the following lemma shows. Thus because we will use the same decomposition result

for K and then to K∗, we will formulate the decomposition result Lemma 4.9 with the assumption of

an admissible kernel as opposed to a non-degenerate kernel.

Proposition 4.8. Suppose (K, ξ, A, ε, B, B̃) is admissible. Then (K∗, ξ∗, A, ε, B̃, B) is admissible, where

ξ∗ = ξCµ(A0(1 + ξ))Q.

Proof. Denote B = B(y0, r) and B̃ = B(x0, r). We note first that

1

Cµ(A0(1 + ξ))Q

(4.12)

≤
µ(B(y0, Ar))

µ(B(x0, Ar))

(4.12)

≤ Cµ(A0(1 + ξ))Q.

Thus we see that

|K∗(y0, x0)| = |K(x0, y0)|
(4.13)

≤
ξ

µ(B(y0, Ar))
≤
ξCµ(A0(1 + ξ))Q

µ(B(x0, Ar))
,

and

1

µ(B(x0, Ar))
≤

Cµ(A0(1 + ξ))Q

µ(B(y0, Ar))

(4.13)

≤ ξCµ(A0(1 + ξ))Q|K(x0, y0)|

= ξCµ(A0(1 + ξ))Q|K∗(y0, x0)|.

Also, thus for all y ∈ B we have
∫

B̃

|K∗(y, x) − K∗(y0, x0)|dµ(x) =

∫

B̃

|K(x, y) − K(x0, y0)|dµ(x)

(4.15)

≤ ξε
µ(B̃)

µ(B(y0, Ar))

≤ ξCµ(A0(1 + ξ))Qε
µ(B̃)

µ(B(x0, Ar))
.

Similarly, for all x ∈ B̃ we thus have
∫

B

|K∗(y, x) − K∗(y0, x0)|dµ(y) =

∫

B

|K(x, y) − K(x0, y0)|dµ(y)

(4.14)

≤ ξε
µ(B)

µ(B(y0, Ar))

≤ ξCµ(A0(1 + ξ))Qε
µ(B)

µ(B(x0, Ar))
.

�

We initiate the approximate weak factorisation process. The decisive difference in the proof of

the factorisation, when compared to the Euclidean setting of [14], is that due to the possible non-

translativity of the measure µ we keep ourselves from estimating the coefficient µ(B)/µ(B̃) further (in

particular we let it depend on the ball) until the corresponding constant in the second iteration cancels

this coefficient with its reciprocal. Because the distance of the center points of the balls B and B̃ is

greater than Ar, estimating the ratio of their measures further would seem to inevitably produce a

coefficient with unwanted or non-necessary dependency on the parameter A.
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Lemma 4.9. Suppose that (K, ξ, A, ε, B, B̃) is admissible, where B = B(y0, r) and B̃ = B(x0, r). Sup-

pose that T ∈ SIO(K, L∞
bs

(X)), T ∗ ∈ SIO(K∗, L∞
bs

(X)) and c ≥ 1. If additionally ε ≤ 2−1c−1ξ−2, then the

following holds:

Suppose f ∈ L∞
0

(B) and g ∈ L∞
+

(B̃) is such that

0 < ‖g‖L∞(X) ≤
c

µ(B̃)

∫

B̃

gdµ.

Then there is a decomposition

f = gTh − hT ∗g + f̃ ,

where f̃ ∈ L∞
0

({x ∈ B̃ : g(x) , 0}) and h ∈ L∞({y ∈ B : f (y) , 0}) satisfy

‖g‖L∞(X)‖h‖L∞(X) .c,ξ

µ(B(y0, Ar))

µ(B̃)
‖ f ‖L∞(X), ‖ f̃ ‖L∞(X) .c,ξ ε

µ(B)

µ(B̃)
‖ f ‖L∞(X).

Proof. Note that supp( f ) is included in the closure of B and supp(g) is included in the closure of B̃.

By (4.11) it holds that d(B, B̃) > 0. Hence by Lemma 2.2 we conclude that

B̃ ⊂ X \ supp( f ) and B ⊂ X \ supp(g).

Also, by Lemma 2.3 both f and g are in L∞
bs

(X).

Let y ∈ B. Then y < supp(g) and

T ∗g(y) =

∫

B̃

K(x, y)g(x)dµ(x)

= K(x0, y0)

∫

B̃

g(x)dµ(x)

︸                      ︷︷                      ︸
:=I

+

∫

B̃

[K(x, y) − K(x0, y0)]g(x)dµ(x)

︸                                     ︷︷                                     ︸
:=II

.

Using (4.13) and our assumption we see that

|I| ≥ ξ−1 1

µ(B(y0, Ar))

∫

B̃

gdµ = ξ−1 µ(B̃)

µ(B(y0, Ar))

1

µ(B̃)

∫

B̃

gdµ

≥ c−1ξ−1 µ(B̃)

µ(B(y0, Ar))
‖g‖L∞(X)

and by (4.15) we see that

|II| ≤ ‖g‖L∞(X)

∫

B̃

|K(x, y) − K(x0, y0)|dµ(x) ≤ ξε
µ(B̃)

µ(B(y0, Ar))
‖g‖L∞(X).

Thus we have

|T ∗g(y)| ≥ |I| − |II|

≥ (c−1ξ−1 − ξε)
µ(B̃)

µ(B(y0, Ar))
‖g‖L∞(X)

for all y ∈ B. We then require 0 < ε ≤ 2−1c−1ξ−2, as a consequence of which we continue the last

estimate to get

(4.16) |T ∗g(y)| ≥ 2−1c−1ξ−1 µ(B̃)

µ(B(y0, Ar))
‖g‖L∞(X) > 0

for all y ∈ B, an estimate that we shall use later.
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We define h = −
f

T ∗g
in B and h = 0 outside B. We just showed that this definition does not involve

division by zero. Note that h(x) = 0 outside B and also if f (x) = 0. Then h ∈ L∞({y ∈ B : f (y) , 0})

because from the previous considerations it follows that

‖g‖L∞(X)‖h‖L∞(X) ≤ ‖g‖L∞(X)

‖ f ‖L∞(X)

2−1c−1ξ−1 µ(B̃)

µ(B(y0,Ar))
‖g‖L∞(X)

≈c,ξ

µ(B(y0, Ar))

µ(B̃)
‖ f ‖L∞(X).

In particular, h ∈ L∞
bs

(X) by Lemma 2.3.

Define f̃ = f − gTh + hT ∗g, as we would like to have in the decomposition. Then f̃ = −gTh,

because − f = 0 outside B. Also, f̃ = 0 outside B̃ and whenever g = 0. We noted earlier that

B̃ ⊂ X \ supp( f ). By definition of h, this implies that B̃ ⊂ X \ supp(h). With use of (4.3) and Corollary

4.7 (choose b ≡ 1),
∫

X

gThdµ =

∫

X

hT ∗gdµ = −

∫

X

f dµ = 0.

Thus we get
∫

X
f̃ dµ = −

∫
X

gThdµ = 0. It remains to show that f̃ ∈ L∞(X).

We note that we can write h = − f · ( f1 + f2). Here f1 =
1

T ∗g
− 1

K(x0,y0)
∫

B̃
gdµ

in B and f1 = 0 outside

B. Also, f2 =
1

K(x0,y0)
∫

B̃
gdµ

in B and f2 = 0 outside B. Note that f1 f = −h − f2 f ∈ L∞(X), because

h, f2, f ∈ L∞(X). Also, f1 f has its support included in the support of f .

Fix x ∈ B̃. Recall that B̃ ⊂ X \ supp(h). We get

−Th(x) =

∫

B

K(x, y)(−h(y))dµ(y)

=

∫

B

K(x, y) f1(y) f (y)dµ(y) +
1

K(x0, y0)
∫

B̃
gdµ

∫

B

K(x, y) f (y)dµ(y),

where in the last row we used that x ∈ X \ supp( f ). We denote

I′ :=

∫

B

K(x, y) f1(y) f (y)dµ(y)

and

II′ :=
1

K(x0, y0)
∫

B̃
gdµ

∫

B

K(x, y) f (y)dµ(y).

For y ∈ B,

| f1(y)|

=

∣∣∣∣∣
K(x0, y0)

∫
B̃

gdµ − T ∗g(y)

T ∗g(y)K(x0, y0)
∫

B̃
gdµ

∣∣∣∣∣

≤
1

|T ∗g(y)K(x0, y0)
∫

B̃
gdµ|

∫

B̃

|g(x1)||K(x0, y0) − K(x1, y)|dµ(x1)

(4.15)

.ξ
1

|T ∗g(y)K(x0, y0)
∫

B̃
gdµ|
‖g‖L∞(X)ε

µ(B̃)

µ(B(y0, Ar))
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(4.13),(4.16)

.c,ξ ε
µ(B(y0, Ar))2

µ(B̃)2

1

‖g‖2
L∞(X)

‖g‖L∞(X)

µ(B̃)

µ(B(y0, Ar))

= ε
µ(B(y0, Ar))

µ(B̃)‖g‖L∞(X)

Hence

|I′| .c,ξ ε
µ(B(y0, Ar))

µ(B̃)‖g‖L∞(X)

∫

B

|K(x, y)|| f (y)|dµ(y)

≤ ε
µ(B(y0, Ar))

µ(B̃)

‖ f ‖L∞(X)

‖g‖L∞(X)

∫

B

|K(x, y)|dµ(y),

where ∫

B

|K(x, y)|dµ(y) ≤

∫

B

|K(x0, y0)|dµ(y) +

∫

B

|K(x, y) − K(x0, y0)|dµ(y)

(4.13),(4.14)

.ξ
µ(B)

µ(B(y0, Ar))
+ ε

µ(B)

µ(B(y0, Ar))

.
µ(B)

µ(B(y0, Ar))
,

where in the last step we used our requirement for ε (or we could assume ε ≤ 1 anyway because in

the end we are concerned with sufficiently small ε). Substituting this estimate back, we get that

|I′| .c,ξ ε
µ(B)

µ(B̃)

‖ f ‖L∞(X)

‖g‖L∞(X)

.

Recalling that f ∈ L∞
0

(B),

∣∣∣
∫

B

K(x, y) f (y)dµ(y)
∣∣∣ =

∣∣∣
∫

B

(K(x, y) − K(x0, y0)) f (y)dµ(y)
∣∣∣

≤ ‖ f ‖L∞(X)

∫

B

|K(x, y) − K(x0, y0)|dµ(y)

(4.14)

.ξ ε
µ(B)

µ(B(y0, Ar))
‖ f ‖L∞(X)

and thus

|II′| .ξ ε
1

|K(x0, y0)
∫

B̃
gdµ|

µ(B)

µ(B(y0, Ar))
‖ f ‖L∞(X)

(4.13)

.c,ξ ε
µ(B)

µ(B̃)

‖ f ‖L∞(X)

‖g‖L∞(X)

.

Thus immediately

‖ − gTh‖L∞(X) .c,ξ ‖g‖L∞(X)ε
µ(B)

µ(B̃)

‖ f ‖L∞(X)

‖g‖L∞(X)

= ε
µ(B)

µ(B̃)
‖ f ‖L∞(X).

The proof is complete. �
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We iterate the previous lemma (but just once more for the kernel’s transpose) to get the useful

property that the error term is supported on the same set as the original function.

Lemma 4.10. Suppose that (K, ξ, A, ε, B, B̃) is admissible, T ∈ SIO(K, L∞
bs

(X)), T ∗ ∈ SIO(K∗, L∞
bs

(X))

and c ≥ 1. There is a constant u = u(c, ξ,Cµ, A0) > 0 such that if additionally ε ≤ u, then the

following holds:

Suppose E ⊂ B and Ẽ ⊂ B̃ are such that µ(B) ≤ cµ(E) and µ(B̃) ≤ cµ(Ẽ). If f ∈ L∞
0

(E), there is a

decomposition

f =

2∑

i=1

(giThi − hiT
∗gi) +

˜̃f ,

where ˜̃f ∈ L∞
0

(E), gi ∈ L∞(Ẽ) and hi ∈ L∞(E) satisfy

(4.17) ‖gi‖L∞(X)‖hi‖L∞(X) .c,ξ,Cµ ,A0
AQ‖ f ‖L∞(X), ‖ ˜̃f ‖L∞(X) .c,ξ,Cµ,A0

ε‖ f ‖L∞(X).

Additionally, g1 = χẼ and h2 = χE.

Proof. Suppose B = B(y0, r) and B̃ = B(x0, r). Suppose

ε ≤ min{2−1c−1ξ−2, 2−1c−1(ξ∗)−2}
(
= 2−1c−1(ξ∗)−2),

where ξ∗ := ξCµ(A0(1 + ξ))Q.

We first apply Lemma 4.9 to (K, ξ, A, ε, B, B̃), c and the functions f and g1 := χẼ. It yields the

decomposition

f = g1Th1 − h1T ∗g1 + f̃ ,

where f̃ ∈ L∞
0

(Ẽ) and h1 ∈ L∞({y ∈ B : f (y) , 0}) satisfy

‖h1‖L∞(X) .c,ξ

µ(B(y0, Ar))

µ(B̃)
‖ f ‖L∞(X)

and

‖ f̃ ‖L∞(X) .c,ξ ε
µ(B)

µ(B̃)
‖ f ‖L∞(X).

We may further continue the above estimate for h1 by noting that

µ(B(y0, Ar))

µ(B̃)
.Cµ AQ

µ(B(y0, Ar))

µ(B(x0, Ar))

(4.12)

.ξ,Cµ,A0
AQ.

Thus

‖h1‖L∞(X) .c,ξ,Cµ,A0
AQ‖ f ‖L∞(X).

We then wish to apply Lemma 4.9 again, but this time to the admissible sextuple

(K∗, ξCµ(A0(1 + ξ))Q, A, ε, B̃, B)

and c. To this end, consider f̃ and g̃ := χE. Note that because (K∗)∗ = K, T ∗ ∈ SIO(K∗, L∞
bs

(X)) and

T ∈ SIO((K∗)∗, L∞
bs

(X)), This yields the decomposition

f̃ = g̃T ∗h̃ − h̃T g̃ + ˜̃f ,

where ˜̃f ∈ L∞0 (E) and h̃ ∈ L∞({x ∈ B̃ : f̃ (x) , 0}) satisfy

‖h̃‖L∞(X) .c,ξ,Cµ,A0

µ(B(x0, Ar))

µ(B)
‖ f̃ ‖L∞(X) .c,ξ

µ(B(x0, Ar))

µ(B)

µ(B)

µ(B̃)
‖ f ‖L∞(X)
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=
µ(B(x0, Ar))

µ(B̃)
‖ f ‖L∞(X)

.Cµ AQ‖ f ‖L∞(X)

and

‖ ˜̃f ‖L∞(X) .c,ξ,Cµ,A0
ε
µ(B̃)

µ(B)
‖ f̃ ‖L∞(X) .c,ξ ε

µ(B̃)

µ(B)

µ(B)

µ(B̃)
‖ f ‖L∞(X) = ε‖ f ‖L∞(X).

We define g2 := −h̃ ∈ L∞({x ∈ B̃ : f̃ (x) , 0}) and h2 := g̃.

Because f vanishes everywhere outside E, it holds that

h1 ∈ L∞(E).

Using a similar reasoning, it holds that

g2 ∈ L∞(Ẽ).

We prove that h2T ∗(−g2) = −h2T ∗g2. For this, note that because h2 ∈ L∞(E), we have for every

x ∈ X \ E that

h2(x)T ∗(−g2)(x) = 0 = −h2(x)T ∗g2(x).

On the other hand, because E ⊂ X \ supp(g2) = X \ supp(−g2), we have for every y ∈ E that

T ∗(−g2)(y) = −

∫

X

K∗(y, x)g2(x)dµ(x) = −T ∗(g2)(y).

Now we see that

f = g1Th1 − h1T ∗g1 + f̃

= g1Th1 − h1T ∗g1 + g̃T ∗h̃ − h̃T g̃ + ˜̃f

= g1Th1 − h1T ∗g1 + h2T ∗(−g2) + g2Th2 +
˜̃f

= g1Th1 − h1T ∗g1 − h2T ∗g2 + g2Th2 +
˜̃f

=

2∑

i=1

(giThi − hiT
∗gi) +

˜̃f .

The proof is complete. �

We apply the factorisation to non-degenerate ω-Calderón-Zygmund kernels, which are admissible

for it. As a result we prove our main tool to show a necessary condition for the boundedness of

commutators.

Proof of Proposition 4.3. For our purposes, let us just define T ∗ : L1
bs

(X) → L0(X) by setting

T ∗ f (x) :=



∫
X

K(y, x) f (y)dµ(y), if x < supp( f ),

0, if x ∈ supp( f ).

Then clearly T ∗ ∈ SIO(K∗, L1
bs

(X)).

Let A ≥ 2A2
0 + A0 and let εA be as in Proposition 4.4. By Proposition 4.4, there exists a constant

ξ = ξ(c0, C̄, cK ,Cµ, A0) and a ball B̃A such that (K, ξ, A, εA, B, B̃A) is admissible in the sense of Lemma

4.10 and d(B, B̃A) ≈C̄,A r. Let u = u(c, ξ,Cµ, A0) be as in Lemma 4.10. By Proposition 4.4 we may

choose A so large that

εA ≤ u.
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In particular, A may be chosen so that it depends at most on parameters c, c0, C̄, cK , Cµ, and A0. Let

us fix such an A for now and let us simply denote B̃ = B̃A.

Lemma 4.10 then applies to (K, ξ, A, εA, B, B̃), T , T ∗ and c. Suppose E ⊂ B and Ẽ ⊂ B̃ are such

that µ(B) ≤ cµ(E) and µ(B̃) ≤ cµ(Ẽ). We may write as follows using a complex function α ∈ L0(X)

such that |b − 〈b〉E | = 2(b − 〈b〉E)α and |α| ≡ 1/2:
∫

E

|b − 〈b〉E |dµ = 2

∫

E

(b − 〈b〉E)αdµ = 2

∫

E

(b − 〈b〉E)(α − 〈α〉E)dµ

= 2

∫

E

b (α − 〈α〉E)χE︸          ︷︷          ︸
=: f

dµ

= 2
∣∣∣
∫

E

b f dµ
∣∣∣

where f ∈ L∞0 (E) and ‖ f ‖L∞(X) ≤ 1. We deduced (essentially because L∞ is the dual of L1) that

(4.18)
1

2

∫

E

|b − 〈b〉E |dµ =
∣∣∣
∫

E

b f dµ
∣∣∣.

We may apply the decomposition of Lemma 4.10 to write

f =

2∑

i=1

(giThi − hiT
∗gi) +

˜̃f ,

where ˜̃f ∈ L∞
0

(E), gi ∈ L∞(Ẽ) and hi ∈ L∞(E) satisfy

g1 = χẼ, h2 = χE,

‖h1‖L∞(X) .c,c0 ,C̄,cK ,Cµ,A0
‖ f ‖L∞(X) ≤ 1, ‖g2‖L∞(X) .c,c0 ,C̄,cK ,Cµ,A0

‖ f ‖L∞(X) ≤ 1,

and

‖ ˜̃f ‖L∞(X) .c,c0 ,C̄,cK ,Cµ,A0
εA‖ f ‖L∞(X) ≤ εA.

We write

∫

E

b f dµ =

∫

X

b f dµ =

2∑

i=1

∫

X

bgiThidµ −

2∑

i=1

∫

X

bhiT
∗gidµ +

∫

X

b ˜̃f dµ

Cor. 4.7
=

2∑

i=1

∫

X

bgiThidµ −

2∑

i=1

∫

X

giT (bhi)dµ +

∫

X

b ˜̃f dµ

=

2∑

i=1

∫

X

gi(bThi − T (bhi))dµ +

∫

X

b ˜̃f dµ

=

2∑

i=1

∫

Ẽ

gi[b, T ]hidµ +

∫

E

b ˜̃f dµ.

Plugging this information into (4.18), we get

1

2

∫

E

|b − 〈b〉E |dµ ≤

2∑

i=1

∣∣∣
∫

Ẽ

gi[b, T ]hidµ
∣∣∣ +

∣∣∣
∫

E

b ˜̃f dµ
∣∣∣.
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Note that since
∫

E

˜̃f dµ = 0,

∣∣∣
∫

E

b ˜̃f dµ
∣∣∣ =

∣∣∣
∫

E

(b − 〈b〉E) ˜̃f dµ
∣∣∣ ≤ ‖ ˜̃f ‖L∞(X)

∫

E

|b − 〈b〉E |dµ

≤ D(c, c0, C̄, cK ,Cµ, A0)εA

∫

E

|b − 〈b〉E |dµ.

Therefore we have

1

2

∫

E

|b − 〈b〉E |dµ

≤

2∑

i=1

∣∣∣
∫

Ẽ

gi[b, T ]hidµ
∣∣∣ + D(c, c0, C̄, cK ,Cµ, A0)εA

∫

E

|b − 〈b〉E |dµ.

Motivated by this, we further require A to be so big that

εA ≤ 4−1D(c, c0, C̄, cK,Cµ, A0)−1.

The parameters that A at most depends on remain unchanged. Then we can absorb the oscillation on

the right-hand side of the previous inequality to the left-hand side and get

1

4

∫

E

|b − 〈b〉E |dµ ≤

2∑

i=1

∣∣∣
∫

Ẽ

gi[b, T ]hidµ
∣∣∣.

If we then rename the functions gi and hi so that their subscripts denote which L∞(?) space they are

in, we get the claim. �

We get the lower bound for the commutator norm:

Theorem 4.11. Suppose K is a non-degenerateω-Calderón-Zygmund kernel in X, T ∈ SIO(K, L1
bs

(X))

and b ∈ L1
loc

(X). Suppose 1 < p, q < ∞, λ1 ∈ Ap,p and λ2 ∈ Aq,q. Then if there exists a constant

Θ ∈ (0,∞) so that for all f ∈ L∞
bs

(X) we have

‖[b, T ] f ‖Lq

λ2
(X) ≤ Θ‖ f ‖Lp

λ1
(X),

then b ∈ BMOαν (X) and

‖b‖BMOαν (X) . Θ[λ1]Ap,p
[λ2]2

Aq,q
,

where α
Q
= 1/p − 1/q and ν = (λ1/λ2)

1
1/p+1/q′ .

The implied constant depends at most on parameters c0, C̄, cK , Cµ and A0.

Proof. Let B = B(y0, r) be a ball in X. Applying Proposition 4.3 for c = 1 and B, we get a ball

B̃ = B(x0, r), lies at distance d(B, B̃) ≈c0 ,C̄,cK ,Cµ,A0
r from B and satisfies the property stated in that

proposition. In particular, then there exist functions hB and hB̃ as in that proposition such that
∫

B

|b − 〈b〉B|dµ .
∣∣∣〈[b, T ]hB, χB̃〉

∣∣∣ +
∣∣∣〈[b, T ]χB, hB̃〉

∣∣∣

=

∣∣∣〈λ2[b, T ]hB, χB̃λ
−1
2 〉

∣∣∣ +
∣∣∣〈λ2[b, T ]χB, hB̃λ

−1
2 〉

∣∣∣
≤ ‖[b, T ]hB‖Lq

λ2
(X)‖χB̃‖Lq′

λ−1
2

(X)
+ ‖[b, T ]χB‖Lq

λ2
(X)‖hB̃‖Lq′

λ−1
2

(X)

≤ Θ

(
‖hB‖Lp

λ1
(X)‖χB̃‖Lq′

λ−1
2

(X)
+ ‖χB‖Lp

λ1
(X)‖hB̃‖Lq′

λ−1
2

(X)

)

.c0 ,C̄,cK ,Cµ,A0
Θλ

p

1
(B)

1
pλ
−q′

2
(B̃)

1
q′ .
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It remains to show that λ
p

1
(B)

1
pλ
−q′

2
(B̃)

1
q′ can be bounded by ν(B)1+α/Q with an implicit constant de-

pending only on the parameters it is allowed to depend on.

Because λ2 ∈ Aq,q, we have λ
−q′

2
∈ Aq′ . Then λ

−q′

2
∈ Aq′ . Note that for some constant c′ =

c′(c0, C̄, cK ,Cµ, A0) > 1,

B̃ ⊂ B(y0, c
′r)

and

B ⊂ B(y0, c
′r).

Then by the doubling property of λ
−q′

2
with respect to µ, we get

λ
−q′

2
(B̃)

1
q′ ≤ λ

−q′

2
(B(y0, c

′r))
1
q′ .c0 ,C̄,cK ,Cµ,A0

[λ
−q′

2
]

1
q′

Aq′
λ
−q′

2
(B)

1
q′ = [λ2]Aq,q

λ
−q′

2
(B)

1
q′ .

Inputting this estimate to our first inequality chain, we get
∫

B

|b − 〈b〉B|dµ .c0 ,C̄,cK ,Cµ,A0
Θ[λ2]Aq,q

λ
p

1
(B)

1
pλ
−q′

2
(B)

1
q′ .

Thus the claim follows from Lemma 2.5. �

From subsection 2.6, it follows that under the assumptions of Theorem 1.2, it holds that

T ∈ SIO(K, L1
bs(X)).

Indeed, Theorem 1.2 is thus a corollary to Theorem 4.11.

5. DISCUSSION

We come back to the topic briefly discussed in the introduction. Namely, we present alternative

assumptions for the µ-measurable sets in the definition of a space of homogeneous type (X, d, µ). So,

the substance of this discussion is to inform the interested reader of certain alternative assumptions.

We will leave the following question open:

Question: Do our main results Theorems 1.1 and 1.2 remain valid

under any of the two weaker assumptions presented shortly?

In what follows, we explain why it is likely that the answer to the above question is positive.

As is to be expected by now, we suppose for this discussion that X is a set d is a quasi-metric in

X, M is a σ-algebra in X that contains all balls and that µ : M → [0,∞] is a doubling measure that

satisfies µ(X) = ∞ and µ({x0}) = 0 for every x0 ∈ X. As explained, we are interested in the conditions

one can set onM.

Let Bord(X) be the Borel σ-algebra in X, that is, the smallest σ-algebra in X that contains all open

sets in X. It is known (based on the σ-finiteness of X and the geometric doubling property (Lemma

2.4) which in turn follows from the assumed doubling property of µ) that each open set is a countable

union of balls. Thus our minimal assumption that balls are inM in fact already implies that

(5.1) Bord(X) ⊂ M.

Recall that E △ B means the symmetric difference of sets E and B. To summarise the following

discussion, we have the following three natural condition candidates for our µ-measurable sets in the

definition of a space of homogenous type:

(1) M = Bord(X);

(2) For every E ∈ M, there exists B ∈ Bord(X) with the property that E ⊂ B and µ(E) = µ(B);
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(3) For every E ∈ M, there exists B ∈ Bord(X) with the property that µ(E △ B) = 0 (see [1] by

Alvarado and Mitrea).

Note that (2) and (3) are well-defined because of (5.1). Condition (1) is the one we adopt in this paper,

as seen in the introduction. It is easy to see that (1)⇒ (2)⇒ (3). Thus (3) is the least restrictive of the

three conditions. We do not show whether or not definitions of a space of homogeneous type based

on (2) and (3) are different. Also, we are not aware of a related reference to point to. The typical

Euclidean setting on Borel sets versus on Lebesgue sets is the obvious example that shows definitions

based on (1) and (2) are different.

Condition (1) is what many authors might enunciate as “µ is a Borel measure”. On the other

hand, many authors would use this exact phrase to mean instead that Bord(X) ⊂ M. It is probably

safe to proclaim that this double meaning has lead to many misunderstandings in communication in

general throughout history. Be as it may, condition (1) is often used in conjunction with spaces of

homogeneous type. The reason to assume condition (1) might be to avoid technicalities and thus

leave the modifications needed for a more general assumption to the interested reader. Condition (1)

leaves out natural candidates such as the Euclidean setting (Rn, ‖ · ‖Rn ,Leb(Rn)), where Leb(Rn) is the

collection of Lebesgue-measurable sets.

Condition (2) is often referred to as “µ is Borel-regular”. This is also an often used assumption in

conjunction with spaces of homogeneous type.

Condition (3) is taken from [1]. It is there referred to as “µ is Borel-semiregular”. Under this

condition on µ, a sharp version of Lebesgue’s differentiation theorem ([1, Theorem 3.14]), in a sense,

is proved whenever the quasi-metric possesses certain regularity. A conclusion then is that the Borel-

semiregularity of µ is necessary for the condition that for every f ∈ L1
loc

(X),

(5.2) lim
r→0+

1

µ(B(x, r))

∫

B(x,r)

f (y)dµ(y) = f (x)

is true for µ-almost every x ∈ X; for quasi-metrics with certain regularity. In fact, it is contained

in [1, Theorem 3.14] that Borel-semiregularity is also sufficient for (5.2) (and its typical stronger

form) to hold; again, for quasi-metrics with certain regularity. For the skipped details, we refer to

[1]. Condition (3) is perhaps not as widely known in the context of spaces of homogeneous type as

conditions (1) and (2) are. Hence particular background theory under condition (3) might be more

difficult to find than that based on condition (2), for example.

Lebesgue’s differentiation theorem plays an important role in singular integral theory. Namely,

when making the Calderón-Zygmund decomposition f = g + b, a decomposition of the upper level

set of the maximal function is made. Lebesgue’s differentiation theorem guarantees then that g is

bounded outside the upper level set by averages taken over neighbourhoods of the outside points.

Lebesgue’s differentiation theorem also plays a role in sparse estimates of singular integrals and their

commutators (see e.g. [18, Lemma 3.1]). By experience, Lebesgue’s differentiation theorem seems

to be the part of the background theory of our main results that requires the most regularity from

measurable sets. This is why it is likely that the answer to the above question is positive, at least if d

possesses certain regularity.

What if the quasi-metric d does not possess certain regularity? It is likely that this case can be

handled by reducing to regular quasi-metrics by equivalence. Namely, d is equivalent to a regular

quasi-metric that satisfies the stronger form of (5.2) and all balls in that quasi-metric are in M. So,

by switching to a larger ball in the regular quasi-metric with comparable average, the stronger form

of (5.2) for the regular quasi-metric implies the stronger form of (5.2) for d. We conclude that Borel-

semiregularity (a property of X which is invariant under equivalent quasi-metrics) allows us to use
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(5.2) in any space of homogeneous type (X, d, µ) defined through condition (3). However, because

of reasons related to the measurability of the Hardy-Littlewood maximal function, it might be more

comfortable to use the equivalence of d to a regular quasi-metric at some other point in the argument

rather than at that point where Lebesgue’s differentiation theorem is used. For our main results, the

equivalence can probably be used at the very end (cf. the metamathematical principle in [26]). By

this, we mean proving the whole theorem for regular quasi-metrics first. This is why it is likely that

the answer to the above question is positive, even if d does not possess certain regularity.
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de Mathématiques Pures et Appliquées, 156:351–391, 2021.

[15] Svante Janson. Mean oscillation and commutators of singular integral operators. Arkiv för Matematik, 16(1):263–

270, 1978.

[16] Steven G Krantz and Song-Ying Li. Boundedness and Compactness of Integral Operators on Spaces of Homoge-

neous Type and Applications, I. Journal of mathematical analysis and applications, 258(2):629–641, 2001.



28 ZHENBING GONG, JI LI, AND JAAKKO SINKO

[17] Andrei K Lerner, Emiel Lorist, and Sheldy Ombrosi. Bloom weighted bounds for sparse forms associated to com-

mutators. Mathematische Zeitschrift, 306(4):73, 2024.

[18] Andrei K Lerner, Sheldy Ombrosi, and Israel P Rivera-Rı́os. On pointwise and weighted estimates for commutators

of Calderón–Zygmund operators. Advances in Mathematics, 319:153–181, 2017.

[19] Andrei K Lerner, Sheldy Ombrosi, and Israel P Rivera-Rı́os. Commutators of singular integrals revisited. Bulletin of

the London Mathematical Society, 51(1):107–119, 2019.

[20] Kangwei Li. Multilinear commutators in the two-weight setting. Bulletin of the London Mathematical Society,

54(2):568–589, 2022.

[21] Roberto A Macı́as and Carlos Segovia. Lipschitz functions on spaces of homogeneous type. Advances in Mathemat-

ics, 33(3):257–270, 1979.

[22] Zeev Nehari. On bounded bilinear forms. Annals of Mathematics, 65(1):153–162, 1957.

[23] Stefanie Petermichl. Dyadic shifts and a logarithmic estimate for Hankel operators with matrix symbol. Comptes

Rendus de l’Académie des Sciences-Series I-Mathematics, 330(6):455–460, 2000.

[24] Gladis Pradolini and Oscar Salinas. Commutators of singular integrals on spaces of homogeneous type. Czechoslo-

vak Mathematical Journal, 57:75–93, 2007.

[25] Elias M Stein and Timothy S Murphy. Harmonic analysis: real-variable methods, orthogonality, and oscillatory

integrals, volume 3. Princeton University Press, 1993.

[26] Krzysztof Stempak. On some structural properties of spaces of homogeneous type. Taiwanese Journal of Mathemat-

ics, 19(2):603–613, 2015.

ZHENBING GONG, DEPARTMENT OF APPLIED MATHEMATICS, SCHOOL OF MATHEMATICS AND PHYSICS, SOUTH-

WEST UNIVERSITY OF SCIENCE AND TECHNOLOGY, SICHUAN 621010, CHINA

Email address: zhenbinggong@swust.edu.cn

JI LI, DEPARTMENT OF MATHEMATICS, MACQUARIE UNIVERSITY, NSW, 2109, AUSTRALIA

Email address: ji.li@mq.edu.au

JAAKKO SINKO, DEPARTMENT OF MATHEMATICS AND STATISTICS, P.O.B. 68 (PIETARI KALMIN KATU 5),

FI-00014 UNIVERSITY OF HELSINKI, FINLAND

Email address: jaakko.sinko@helsinki.fi


	1. Introduction
	2. Notation and preliminaries on spaces of homogeneous type
	3. Proof of Theorem 1.1
	4. Proof of Theorem 1.2
	5. Discussion
	Acknowledgements
	References

