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4 Some inequalities related to Riesz transform on exterior Lipschitz

domains

Renjin Jiang and Sibei Yang

Abstract. Let n ≥ 2 and L = −div(A∇·) be an elliptic operator on Rn. Given an exterior

Lipschitz domainΩ, let LD andLN be the elliptic operatorsL onΩ subject to the Dirich-

let and the Neumann boundary conditions, respectively. For the Neumann operator, we

show that the reverse inequality ‖L1/2

N
f ‖Lp (Ω) ≤ C‖∇ f ‖Lp (Ω) holds true for any p ∈ (1,∞).

For the Dirichlet operator, it was known that the Riesz operator∇L−1/2

D
is not bounded for

p > 2 and p ≥ n, even if L = −∆ being the Laplace operator. Suppose that A are CMO

coefficients or VMO coefficients satisfying certain perturbation property, and ∂Ω is C1,

we prove that for p > 2 and p ∈ [n,∞), it holds

inf
φ∈Ap

0
(Ω)
‖∇ f − ∇φ‖Lp(Ω) ≤ C

∥∥∥L1/2

D
f
∥∥∥

Lp(Ω)

for f ∈ Ẇ
1,p

0
(Ω). Here Ap

0
(Ω) = { f ∈ Ẇ

1,p

0
(Ω) : LD f = 0} is a non-trivial subspace

generated by harmonic function in Ω with zero boundary value.

1 Introduction and main results

In this paper, motivated by the recent work [20] on the Riesz transform on exterior Lipschitz

domains, we continue to study the boundedness of the Riesz transform, associated with second-

order divergence form elliptic operators on the exterior Lipschitz domain Ω having the Dirichlet

or the Neumann boundary condition, on Lp(Ω) with p ∈ (2,∞).

Let n ≥ 2 and Ω ⊂ Rn be an exterior Lipschitz domain, that is, the boundary of Ω, denoted

by ∂Ω, is a finite union of parts of rotated graphs of Lipschitz functions, Ω is connected, and

Ω
c := Rn \ Ω is bounded. Furthermore, assume that A ∈ L∞(Rn) is a real-valued and symmetric

matrix that satisfies the uniformly elliptic condition, that is, there exists a constant µ0 ∈ (0, 1] such

that, for any ξ ∈ Rn and x ∈ Rn,

µ0|ξ|2 ≤ (A(x)ξ, ξ) ≤ µ−1
0 |ξ|2,

where (·, ·) denotes the inner product in Rn.
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Denote by L the operator −div(A∇·) on Rn, and by LD and LN the operator −div(A∇·) on Ω

subject to the Dirichlet and the Neumann boundary conditions, respectively (see, for instance, [27,

Section 4.1] for the detailed definitions of L, LD, and LN). When A := In×n (the unit matrix), we

simply denote these operators respectively by ∆, ∆D, and ∆N . Moreover, let O ⊂ Rn be a bounded

Lipschitz domain. Denote by LD,O and LN,O the operator −div(A∇·) on O subject to the Dirichlet

boundary condition and the Neumann boundary condition, respectively.

Let p ∈ [1,∞]. Denote by Ẇ1,p(Rn) the homogeneous Sobolev space on Rn, namely the com-

pletion of C∞c (Rn) under the semi-norm ‖∇ · ‖Lp(Rn). Meanwhile, the homogeneous Sobolev spaces

Ẇ
1,p

0
(Ω) and Ẇ1,p(Ω) on Ω are defined as the completion of C∞c (Ω) and C∞c (Rn), respectively,

under the semi-norm ‖∇ · ‖Lp(Ω). Here and thereafter, C∞c (Rn) denotes the set of all infinitely differ-

entiable functions on Rn with compact support, and C∞c (Ω) denotes the set of all infinitely differen-

tiable functions on Ω with compact support contained in Ω. Moreover, for any q ∈ (1,∞), denote

by Ẇ−1,q(Rn), Ẇ
−1,q

0
(Ω), and Ẇ−1,q(Ω), respectively, the dual spaces of Ẇ1,q′(Rn), Ẇ

1,q′

0
(Ω), and

Ẇ1,q′(Ω), where q′ := q/(q − 1).

Let O ⊂ Rn be a bounded Lipschitz domain. Denote by W1,p(O) the Sobolev space on O

equipped with the norm

‖ f ‖W1,p(Ω) := ‖ f ‖Lp(O) + ‖ |∇ f | ‖Lp(O),

where ∇ f denotes the distributional gradient of f . Furthermore, W
1,p

0
(O) is defined to be the

closure of C∞c (O) in W1,p(O). Meanwhile, for any q ∈ (1,∞), denote by W−1,q(O) and W
−1,q

0
(O),

respectively, the dual spaces of W1,q′(O) and W
1,q′

0
(O).

It is well known that the boundedness of the Riesz transform associated with some differential

operators on various function spaces has important applications in harmonic analysis and partial

differential equations and has aroused great interests in recent years (see, for instance, [2, 3, 4, 10,

11, 16, 19, 21, 25, 28, 31]). In particular, let O be a bounded Lipschitz domain of Rn. The sharp

boundedness of the Riesz transform ∇L−1/2
D,O

associated with the operator LD,O having the Dirichlet

boundary condition on the Lebesgue space Lp(O) was established by Shen [28]. Moreover, the

sharp boundedness of the Riesz transform ∇L−1/2
N,O

associated with the operator LN,O having the

Neumann boundary condition on Lp(O) follows from Auscher and Tchamitchian [4] and Geng

[13] (see also [20, Remark 4.2]).

Compared with the boundedness of the Riesz transform associated with differential operators on

bounded Lipschitz domains, there are relatively few literatures for the Riesz transform associated

with differential operators on exterior Lipschitz domains. Since the heat kernels generated by LD

orLN satisfy the Gaussian upper bound estimate, it follows from the results of Sikora [30] (see also

[10]) that the Riesz transforms ∇L−1/2
D

and ∇L−1/2
N

are always bounded on Lp(Ω) for p ∈ (1, 2].

By studying weighted operators in the one dimension, Hassell and Sikora [16] discovered that the

Riesz transform ∇∆−1/2
D

on the exterior of the unit ball is not bounded on Lp for p ∈ (2,∞) if n = 2,

and p ∈ [n,∞) if n ≥ 3. Moreover, Killip, Visan and Zhang [25] proved that the Riesz transform

∇∆−1/2
D

on the exterior of a smooth convex obstacle in Rn (n ≥ 3) is bounded for p ∈ (1, n).

Very recently, characterizations for the boundedness of the Riesz transform ∇L−1/2
D

on Lp(Ω) with

p ∈ (2, n) and the boundedness of ∇L−1/2
N

on Lp(Ω) with p ∈ (2,∞) were obtained in [20]. The

following results are proved in [20, Theorem 1.4 and Theorem 1.5]. Let

p(L) := sup{p > 2 : ∇L−1/2 is bounded on Lp(Rn)}.
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Furthermore, denote by L1
loc

(Rn) the set of all locally integrable functions on Rn. Recall that the

space BMO(Rn) is defined as the set of all f ∈ L1
loc

(Rn) satisfying

‖ f ‖BMO(Rn) := sup
B⊂Rn

1

|B|

∫

B

∣∣∣∣∣ f (x) − 1

|B|

∫

B

f (y) dy

∣∣∣∣∣ dx < ∞,

where the supremum is taken over all balls B of Rn (see, for instance, [23, 32]). Moreover, the

space CMO(Rn) is defined as the completion of C∞c (Rn) in the space BMO(Rn) (see, for instance,

[9]). The space VMO(Rn) is defined as the set of f ∈ BMO(Rn) satisfying

lim
r→0

sup
x∈Rn

1

|B(x, r)|

∫

B(x,r)

∣∣∣∣∣∣ f (y) − 1

|B(x, r)|

∫

B(x,r)

f (z) dz

∣∣∣∣∣∣ dy = 0.

Note that CMO(Rn)  VMO(Rn)  BMO(Rn). Let us recall some results proved in [20, Theorem

1.3, Theorem 1.4 & Theorem 1.5].

Theorem 1.1 ([20]). Let Ω ⊂ Rn be an exterior Lipschitz domain, n ≥ 2.

(i) For all p ∈ (1,∞), it holds for all f ∈ Ẇ
1,p

0
(Ω) that

(1.1) ‖L1/2
D

f ‖Lp(Ω) ≤ C‖∇ f ‖Lp(Ω).

(ii) Suppose that A ∈ VMO(Rn) and n ≥ 3. There exist ǫ > 0 and C > 1 such that for all

f ∈ Ẇ
1,p

0
(Ω) it holds

(1.2) C−1‖∇ f ‖Lp(Ω) ≤
∥∥∥∥L1/2

D
f
∥∥∥∥

Lp(Ω)
≤ C‖∇ f ‖Lp(Ω),

where 1 < p < min{n, p(L), 3 + ǫ}. If Ω is C1, then (1.2) holds for all 1 < p < min{n, p(L)}.

Theorem 1.2 ([20]). LetΩ ⊂ Rn be an exterior Lipschitz domain, n ≥ 2. Let A ∈ VMO(Rn). Then

there exist ǫ > 0 and C > 1 such that for all f ∈ Lp(Ω), it holds

∥∥∥∥∇L−1/2
N

f
∥∥∥∥

Lp(Ω)
≤ C‖ f ‖Lp(Ω),

where 1 < p < min{p(L), 3 + ǫ} when n ≥ 3, 1 < p < min{p(L), 4 + ǫ} when n = 2. If Ω is C1,

then the conclusion holds for ǫ = ∞.

For the case L = −∆ being the Laplacian operator and Ω being C1, p(L) = ∞ and ǫ = ∞.

In this case, it follows from the above results that ∇∆−1/2
D

and ∇∆−1/2
N

are bounded on Lp(Ω) for

1 < p < n and 1 < p < ∞, respectively. By the unboundedness results on the Riesz transform

∇∆−1/2
D

established in [16], the range (1,min{n, 3 + ε}) of p for (1.2) is sharp; see also [20, 25].

The main purpose of this paper are twofold. For the Neumann operator, we wish to confirm the

reverse inequality of the Riesz transform, i.e., for f ∈ Ẇ1,p(Ω), it holds for all 1 < p < ∞ that

∥∥∥∥L1/2
N

f
∥∥∥∥

Lp(Ω)
≤ C‖∇ f ‖Lp(Ω).

The same inequality for the Dirichlet case (1.1) was proved in [20, Theorem 1.3].
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For the Dirichlet operator, note that from Theorem 1.1, the boundedness of the Riesz trans-

form ∇L−1/2
D

depends on n, p(L) and the geometry of the boundary ∂Ω. All the dependence are

essential, see the characterizations obtained by [20, Theorem 1.1], the regularity dependence of

the boundary by [22], and the counter-examples provided in [16, 25, 20]. However, for operator

with nice coefficients and domain with nice boundary (C1 or small Lipschitz constant) such that

p(L), 3 + ǫ ≥ n, we can find a suitable substitution of Ẇ
1,p

0
(Ω) space for the inequality (1.2) as

following.

Let us assume that the matrix A in the operator L is in the space VMO(Rn) and satisfies the

perturbation

(GD)

?
B(x0,r)

|A − In×n| dx ≤ C

rδ

for some δ > 0, all r > 1 and all x0 ∈ Rn. Or we assume that A ∈ CMO(Rn). In both cases, from

[21] and [18, Theorem 1] respectively, it is known that

p(L) = ∞.

We have the following replacement for the Riesz inequality for the Dirichlet operator for p ≥ n

and p > 2.

Theorem 1.3. Let n ≥ 2 and Ω ⊂ Rn be an exterior C1 domain. Assume that A ∈ VMO(Rn)

satisfies (GD) or A ∈ CMO(Rn). Then for p > 2 and p ∈ [n,∞), it holds for all f ∈ Ẇ
1,p

0
(Ω) that

(1.3) C−1 inf
φ∈Ap

0
(Ω)
‖∇ f − ∇φ‖Lp(Ω) ≤

∥∥∥∥L1/2
D

f
∥∥∥∥

Lp(Ω)
≤ C ‖∇ f ‖Lp(Ω) .

AboveAp

0
(Ω) := {φ ∈ Ẇ

1,p

0
(Ω) : LD f = 0} = {c(u0 − 1) : c ∈ R}, where u0 is the unique solution

in Ẇ1,2(Ω) ∩ Ẇ1,p(Ω) of the problem

(1.4)

{
−div(A∇u0) = 0 in Ω,

u0 = 1 on ∂Ω.

Combined Theorem 1.3 together with Theorem 1.1, we obtain the following.

Corollary 1.4. Let n ≥ 2 and Ω ⊂ Rn be an exterior C1 domain. Suppose that A ∈ VMO(Rn)

satisfies (GD), or A ∈ CMO(Rn). Then

(i) There exists a positive constant C > 1 such that, for 1 < p < n when n ≥ 3, 1 < p ≤ 2 when

n = 2, it holds for any f ∈ Ẇ
1,p

0
(Ω) that

C−1 ‖∇ f ‖Lp(Ω) ≤
∥∥∥∥L1/2

D
f
∥∥∥∥

Lp(Ω)
≤ C ‖∇ f ‖Lp(Ω) .

(ii) For p ∈ [n,∞) and p > 2, it holds for any f ∈ Ẇ
1,p

0
(Ω) that

C−1 inf
φ∈Ap

0
(Ω)
‖∇ f − ∇φ‖Lp(Ω) ≤

∥∥∥∥L1/2
D

f
∥∥∥∥

Lp(Ω)
≤ C ‖∇ f ‖Lp(Ω) ,

whereAp

0
(Ω) = {c(u0 − 1) : c ∈ R} and u0 is given by (1.4).
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The main new ingredient appeared in Theorem 1.3 is introducing the kernel space Ap

0
(Ω),

which is motivated by the work of Amrouche, Girault and Giroire [1]. We can actually establish a

more general version of Theorem 1.3, provided that p(L) ≥ n and the boundary ∂Ω is C1 or with

small Lipschitz constant; see Theorem 2.4 below.

For the Neumann operator we have the following.

Theorem 1.5. Let n ≥ 2 and Ω ⊂ Rn be an exterior Lipschitz domain. For any p ∈ (1,∞), there

exists a positive constant C such that, for any f ∈ Ẇ1,p(Ω),

∥∥∥∥L1/2
N

f

∥∥∥∥
Lp(Ω)

≤ C ‖∇ f ‖Lp(Ω) .

By this and Theorem 1.2, we obtain that

Corollary 1.6. Let n ≥ 2 and Ω ⊂ Rn be an exterior Lipschitz domain. Suppose that A ∈
VMO(Rn). Then there exists a constant ε ∈ (0,∞) depending only on the Lipschitz constant of Ω

and n such that, for any given p ∈ (1,min{p(L), 3 + ε}) when n ≥ 3 or p ∈ (1,min{p(L), 4 + ε})
when n = 2, and any f ∈ Ẇ1,p(Ω),

(1.5) C−1 ‖∇ f ‖Lp(Ω) ≤
∥∥∥∥L1/2

N
f
∥∥∥∥

Lp(Ω)
≤ C ‖∇ f ‖Lp(Ω) ,

where C is a positive constant depending only on n, p, and the Lipschitz constant of Ω.

Furthermore, if A ∈ VMO(Rn) satisfies (GD) or A ∈ CMO(Rn), and ∂Ω ∈ C1, then (1.5) holds

for all 1 < p < ∞.

The organization of this paper is as follows. In Section 2, we provide the proofs of Theorem 2.4

and Corollary 1.3 and give characterizations of the spaceAp

0
(Ω) in some special cases. In Section

3, we give the proof of Theorem 1.5.

Finally, we make some conventions on notation. Throughout the whole paper, we always de-

note by C or c a positive constant which is independent of the main parameters, but it may vary

from line to line. The symbol f . g means that f ≤ Cg. If f . g and g . f , then we write f ∼ g.

If f ≤ Cg and g = h or g ≤ h, we then write f . g = h or f . g ≤ h. Denote by Q the set of

all cubes having their edges parallel to the coordinate axes; for any j ∈ N and any ball Q ⊂ Q, let

S j(Q) := (2 j+1Q) \ (2 jQ) and S 0(Q) := 2Q. For any measurable subset E of Rn, we denote by Ec

the set Rn \ E and by 1E its characteristic function. Furthermore, for any q ∈ [1,∞], we denote

by q′ its conjugate exponent, namely 1/q + 1/q′ = 1. Finally, for any measurable set E ⊂ Rn and

(vector-valued or matrix-valued) function f ∈ L1(E), we denote the integral
∫

E
| f (x)| dx simply by∫

E
| f | dx and, when |E| < ∞, we use the notation

( f )E :=

?
E

f (x) dx :=
1

|E|

∫

E

f (x) dx.

2 Proofs for the Dirichlet operator

Theorem 1.3 will follow from the following more general version Theorem 2.4. Let us begin

with some necessary notations.
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Definition 2.1. Let L := −div(A∇·) be a second-order divergence form elliptic operator on Rn.

Denote by (q(L)′, q(L)) the interior of the maximal interval of exponents q ∈ [1,∞] such that L is

an isomorphism from Ẇ1,q(Rn) to Ẇ−1,q(Rn).

Furthermore, let O be a bounded Lipschitz domain of Rn and let LD,O := −div(A∇·) be a

second-order divergence form elliptic operator on O subject to the Dirichlet boundary condition.

Similarly, denote by (q(LD,O)′, q(LD,O)) the interior of the maximal interval of exponents q ∈
[1,∞] such that LD,O is an isomorphism from W

1,q

0
(O) to W

−1,q

0
(O).

Remark 2.2. Let q ∈ (1,∞). It is easy to show that the operator L is an isomorphism from

Ẇ1,q(Rn) to Ẇ−1,q(Rn) if and only if the operator ∇L−1div is bounded on Lq(Rn). Thus, for any

q ∈ (q(L)′, q(L)), ∇L−1div is bounded on Lq(Rn). Moreover, it is well known that there exists a

constant ε0 ∈ (0,∞) depending on the matrix A and n such that (2 − ε0, 2 + ε0) ⊂ (q(L)′, q(L))

(see, for instance, [18]).

Similarly,LD,O is an isomorphism from W
1,q

0
(O) to W

−1,q

0
(O) if and only if∇L−1

D,O
div is bounded

on Lq(O), and hence, for any q ∈ (q(LD,O)′, q(LD,O)), the operator ∇L−1
D,O

div is bounded on Lq(O).

Furthermore, there exists a constant ε1 ∈ (0,∞) depending on A, n, and the Lipschitz constant of

O such that (2 − ε1, 2 + ε1) ⊂ (q(LD,O)′, q(LD,O)).

Remark 2.3. Note that q(L) = p(L). In fact, since for 1 < p < ∞ it holds that

∥∥∥L1/2 f
∥∥∥

Lp(Rn)
≤ C‖∇ f ‖Lp(Rn),(2.1)

(see [4]), one further has

‖L−1/2div‖p→p = ‖L1/2L−1div‖p→p ≤ C‖∇L−1div‖p→p,

which by duality implies that, the Lp-boundeness of ∇L−1div implies Lp′-boundedness of ∇L−1/2.

On the other hand, note that for p ∈ (1, p(L)), ∇L−1/2 is bounded on Lp(Rn). Therefore for

p ∈ (p(L)′, p(L)), we have that

‖∇L−1div‖p→p = ‖∇L−1/2(L−1/2div)‖p→p ≤ ‖∇L−1/2‖p→p‖∇L−1/2‖p′→p′ < ∞.

Thus we have q(L) = p(L).

In what follows, for any x ∈ Rn and r ∈ (0,∞), we always let B(x, r) := {y ∈ Rn : |y − x| < r}.

Theorem 2.4. Let n ≥ 2 and Ω ⊂ Rn be an exterior Lipschitz domain. Take a large R ∈ (0,∞)

such that Ωc ⊂ B(0,R). Let ΩR := Ω ∩ B(0,R). Assume that min{q(L), q(LD,ΩR
)} > n and

2 < p ∈ [n,min{q(L), q(LD,ΩR
)}). Then there exists a positive constant C such that, for any

f ∈ Ẇ
1,p

0
(Ω),

(2.2) inf
φ∈Ap

0
(Ω)
‖∇ f − ∇φ‖Lp(Ω) ≤ C

∥∥∥∥L1/2
D

f
∥∥∥∥

Lp(Ω)
,

whereAp

0
(Ω) := {φ ∈ Ẇ

1,p

0
(Ω) : LD f = 0}.

Remark 2.5. In R2, we have min{q(L), q(LD,ΩR
)} > n = 2. In Rn, n ≥ 3, it might happen that

min{q(L), q(LD,ΩR
)} < n, and in this case, the Riesz transform ∇L−1/2 is bounded on Lp(Rn) with

p ∈ (1,min{q(L), q(LD,ΩR
)}) by Theorem 1.1.
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To prove Theorem 2.4, let us first begin with the following several lemmas.

Lemma 2.6. Let p ∈ (2,∞) and f ∈ Ẇ−1,p(Rn) with compact support. Then f ∈ Ẇ−1,2(Rn) and

there exists a positive constant C, depending only on p and the support of f , such that

‖ f ‖Ẇ−1,2(Rn) ≤ C‖ f ‖Ẇ−1,p(Rn).

Proof. Suppose that supp f ⊂ B(0,R) and take a bump function ψR such that ψR = 1 on B(0,R),

suppψR ⊂ B(0,R + 1) and |∇ψR| ≤ 1. For any g ∈ C∞c (Rn), one has

|〈 f , g〉| = |〈 f , gψR〉| ≤ ‖ f ‖Ẇ−1,p(Rn)‖∇(gψR)‖Lp′ (Rn)

≤ ‖ f ‖Ẇ−1,p(Rn)

(
‖∇g‖Lp′ (B(0,R+1)) + ‖g∇ψR‖Lp′ (Rn)

)

≤ C(R)‖ f ‖Ẇ−1,p(Rn)

‖∇g‖L2(Rn) +

(∫

Rn

|g(x)|2
|x|2 dx

)1/2


≤ C(R)‖ f ‖Ẇ−1,p(Rn)‖∇g‖L2(Rn),

where the last inequality follows from the Hardy inequality; see [6]. The proof is complete by

taking supremum over g w.r.t. the norm ‖∇g‖L2(Rn). �

Lemma 2.7. Let n ≥ 2 and p ∈ (2, q(L)). Assume that f ∈ Ẇ−1,p(Rn) has compact support. Then

the problem

(2.3) Lu = f in Rn

has a unique solution u in Ẇ1,2(Rn) ∩ Ẇ1,p(Rn) up to constants.

Proof. By the assumption that f ∈ Ẇ−1,p(Rn) has compact support and Lemma 2.6, we conclude

that f ∈ Ẇ−1,2(Rn). Then from the Lax–Milgram theorem (see, for instance, [5, Corollary 5.8]),

it follows that the equation (2.3) has a unique solution u ∈ Ẇ1,2(Rn) up to constants. Moreover,

by the definition of the interval (q−(L), q(L)) and p ∈ (2, q(L)), we find that u ∈ Ẇ1,p(Rn). This

finishes the proof of Lemma 2.7. �

Lemma 2.8. Let n ≥ 2 and Ω ⊂ Rn be an exterior Lipschitz domain. Take a large R ∈ (0,∞)

such that Ωc ⊂ B(0,R) and let ΩR := Ω ∩ B(0,R). Let p ∈ (2,min{q(L), q(LD,ΩR
)}). Assume that

f ∈ Ẇ
−1,p

0
(Ω) has compact support and its support is contained in B(0,R). Then the Dirichlet

problem

(2.4)

{
−div(A∇u) = f in Ω,

u = 0 on ∂Ω

has a unique solution u in Ẇ
1,2
0

(Ω) ∩ Ẇ
1,p

0
(Ω).

Let s ∈ (0, 1) and p ∈ (1,∞). For the exterior Lipschitz domain (or the bounded Lipschitz

domain) Ω of Rn, denote by W s,p(∂Ω) the fractional Sobolev space on ∂Ω (see, for instance, [26,

Section 2.4.3] for its definition). To show Lemma 2.8, we need the following conclusion.
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Lemma 2.9. Let n ≥ 2 and O ⊂ Rn be a bounded Lipschitz domain. Let p ∈ (2, q(LD,O)). Assume

that f ∈ Ẇ
−1,p

0
(O) and g ∈ W1/p′,p(∂O). Then the Dirichlet problem

(2.5)

{
−div(A∇v) = f in O,

v = g on ∂O

has a unique solution v in W1,p(O).

Proof. We first prove that there exists a solution v ∈ W1,p(O) for the problem (2.5). Indeed, by

g ∈ W1/p′,p(∂O) and the converse trace theorem for Sobolev spaces (see, for instance, [26, Section

2.5.7, Theorem 5.7]), we find that there exists a function w1 ∈ W1,p(O) such that w1 = g on ∂O.

Moreover, it is easy to find that −div(A∇w1) ∈ W
−1,p

0
(O). Furthermore, from the assumption that

p ∈ (2, q(LD,O)), it follows that there exists a unique w2 ∈ W
1,p

0
(O) satisfying

{
−div(A∇w2) = f + div(A∇w1) in O,

w2 = 0 on ∂O.

Thus, v := w1 + w2 ∈ W1,p(O) is a solution of the problem (2.5).

Now, we show the solution of (2.5) is unique. Assume that v1, v2 ∈ W1,p(O) are solutions of

(2.5). Then div(A∇(v1 − v2)) = 0 in O and v1 − v2 = 0 on ∂O. Thus, v1 = v2 almost everywhere in

O. This finishes the proof of Lemma 2.9. �

Now, we prove Lemma 2.8 by using Lemmas 2.7 and 2.9.

Proof of Lemma 2.8. By the assumption that f ∈ Ẇ
−1,p

0
(Ω) has compact support and an argument

similar to the proof of Lemma 2.6, we conclude that f ∈ Ẇ
−1,2
0

(Ω), which, combined with the

Lax–Milgram theorem, further implies that the Dirichlet problem (2.4) has a unique solution u ∈
Ẇ

1,2
0

(Ω).

Next, we show u ∈ Ẇ
1,p

0
(Ω). We first assume that

p ∈
(
2,min

{
q(L), q(LD,ΩR

),
2n

n − 2

})

when n ≥ 3 or p ∈ (2,min{q(L), q(LD,ΩR
)}) when n = 2.

Let ϕ1, ϕ2 ∈ C∞(Rn) satisfy 0 ≤ ϕ1, ϕ2 ≤ 1, supp (ϕ1) ⊂ B(0,R + 1), ϕ1 ≡ 1 on B(0,R), and

ϕ1 + ϕ2 ≡ 1 in Rn. Extend u by zero in Ωc and let u = u1 + u2, where u1 := uϕ1 and u2 := uϕ2.

Then

div(A∇u2) = div(A∇(uϕ2)) in Rn.

From u ∈ Ẇ
1,2
0

(Ω) and the assumptions that ϕ2 ∈ C∞(Rn) and ϕ2 ≡ 1 on Rn\B(0,R + 1), we infer

that uϕ2 ∈ W1,2(Ω∩B(0,R+1)) and hence ∇(uϕ2) ∈ L2(Rn), which, together with the assumption

A ∈ L∞(Rn;Rn×n), further implies that A∇(uϕ2) ∈ L2(Rn).

Furthermore, it is easy to prove that

div(A∇(uϕ2)) = fϕ2 − A∇u · ∇ϕ2 − div(uA∇ϕ2) := g

in the weak sense. By the assumption f ∈ Ẇ
−1,p

0
(Ω), we conclude that fϕ2 ∈ Ẇ

−1,p

0
(Ω). Mean-

while, from u ∈ Ẇ
1,2
0

(Ω) and the assumptions that ϕ2 ∈ C∞(Rn), 0 ≤ ϕ2 ≤ 1, and ϕ2 ≡ 1
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on Rn\B(0,R + 1), we deduce that A∇u · ∇ϕ2 ∈ L2(Ω ∩ B(0,R + 1)), which, combined with

the Sobolev inequality, further implies that A∇u · ∇ϕ2 ∈ W−1,p(B(0,R + 1)). Moreover, by

u ∈ Ẇ1,2(Ω), we find that u ∈ L
p

loc
(Ω), which, together with the assumptions that ϕ2 ∈ C∞(Rn)

and supp (∇ϕ2) ⊂ B(0,R + 1), further implies that Au∇ϕ2 ∈ Lp(Ω ∩ B(0,R + 1)) and hence

div(Au∇ϕ2) ∈ W
−1,p

0
(Ω ∩ B(0,R + 1)). Thus, we have g ∈ W

−1,p

0
(Ω ∩ B(0,R + 1)). Extend g by

zero in Ωc. Then g ∈ Ẇ−1,p(Rn). Therefore,

−div(A∇u2) = g in Rn,

which, combined with p ∈ (2, q(L)), further implies that u2 ∈ Ẇ1,p(Rn).

Furthermore, from u = u2 on ∂B(0,R + 1) and the trace theorem for Sobolev spaces (see, for

instance, [26, Section 2.5.4, Theorem 5.5]), it follows that u ∈ W1/p′,p(∂B(0,R + 1)). Meanwhile,

we have

(2.6)



−div(A∇u) = f in ΩR+1,

u = 0 on ∂Ω,

u = u2 on ∂B(0,R + 1),

where ΩR+1 := Ω ∩ B(0,R + 1). By the assumption p < q(LD,ΩR+1
) and Lemma 2.9, we con-

clude that the problem (2.6) has a unique solution in W1,p(ΩR+1), which further implies that

u ∈ W1,p(ΩR+1). From this, u ∈ Ẇ
1,2
0

(Ω), u2 ∈ Ẇ1,p(Rn), and the fact that u = u2 on Rn\B(0,R+1),

we deduce that u ∈ Ẇ1,p(Ω) with any given

p ∈
(
2,min

{
q(L), q(LD,ΩR+1

),
2n

n − 2

})

when n ≥ 3 or any given p ∈ (2,min{q(L), q(LD,ΩR+1
)}) when n = 2. Then, using an boot-

strap argument (see, for instance, [1, p. 63]), we find that u ∈ Ẇ
1,p

0
(Ω) with any given p ∈

(2,min{q(L), q(LD,ΩR+1
)}). This finishes the proof of Lemma 2.8. �

Lemma 2.10. Let n ≥ 2 and Ω ⊂ Rn be an exterior Lipschitz domain. Take a large R ∈ (0,∞)

such that Ωc ⊂ B(0,R) and let ΩR := Ω ∩ B(0,R). Assume that min{q(L), q(LD,ΩR
)} > n. Let

p > 2 and p ∈ [n,min{q(L), q(LD,ΩR
)}). Assume further that f ∈ Ẇ

−1,p

0
(Ω) and

Ap

0
(Ω) :=

{
w ∈ Ẇ

1,p

0
(Ω) : LDw = 0

}
.

Then the problem

(2.7)

{
−div(A∇u) = f in Ω,

u = 0 on ∂Ω

has a unique solution u in Ẇ
1,p

0
(Ω)/Ap

0
(Ω) and there exists a positive constant independent of f

such that

inf
φ∈Ap

0
(Ω)
‖∇u − ∇φ‖Lp(Ω) ≤ C‖ f ‖

Ẇ
−1,p

0
(Ω)
.

Remark 2.11. Note that the above lemma is non-trivial only if min{q(L), q(LD,ΩR
)} > n. This is

not surprise, since by [20, Theorem 1.1] and a similar proof of [20, Theorem 1.4] via using the

role of q(LD,ΩR
) instead of using [28, Theorem B & Theorem C] there, the Riesz operator ∇L−1/2

is bounded for p ∈ (1, n]. In this case the kernel Ap

0
(Ω) must be trivial, i.e., equal zero.
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Proof of Lemma 2.10. By the Closed Range Theorem of Banach (see, for instance, [8, Theorem

5.11-5]), we find that there exists a vector-valued function F ∈ Lp(Ω) such that f = divF in Ω.

Extend F by zero in Ωc and still denote this extension by F. Let f̃ := divF. Then f̃ ∈ Ẇ−1,p(Rn).

From the assumption that p ∈ (2, q(L)) and the definition of the interval (q(L))′, q(L)), it follows

that there exists a unique w ∈ Ẇ1,p(Rn) up to constants such that

Lw = f̃ in Rn.

Moreover, consider the Dirichlet problem

(2.8)

{
−div(A∇z) = 0 in Ω,

z = −w on ∂Ω.

Then the problem (2.8) has a unique solution z ∈ Ẇ1,2(Ω) ∩ Ẇ1,p(Ω). Indeed, take a large R ∈
(0,∞) such that Ωc ⊂ B(0,R) and let ΩR := Ω ∩ B(0,R). By w ∈ Ẇ1,p(Rn), we conclude that

w ∈ W1/p′,p(∂Ω). Let uz satisfy

(2.9)



−div(A∇uz) = 0 in ΩR,

uz = −w on ∂Ω,

uz = 0 on ∂B(0,R).

Then, from Lemma 2.9, we infer that the problem (2.9) has a unique solution uz ∈ W1,p(ΩR).

Extend uz by zero on Rn\B(0,R). Then uz ∈ Ẇ1,2(Ω) ∩ Ẇ1,p(Ω). Let v satisfy

(2.10)

{
−div(A∇v) = div(A∇uz) in Ω,

v = 0 on ∂Ω.

By uz ∈ Ẇ1,p(Ω) and uz ≡ 0 on Rn\B(0,R), we conclude that div(A∇uz) ∈ Ẇ
−1,p

0
(Ω) has compact

support. From this and Lemma 2.8, it follows that the problem (2.10) has a unique solution v ∈
Ẇ

1,2
0

(Ω)∩ Ẇ
1,p

0
(Ω). Thus, the problem (2.8) has a unique solution z = uz+ v ∈ Ẇ1,2(Ω)∩ Ẇ1,p(Ω).

Then u = w + z ∈ Ẇ
1,p

0
(Ω) is a solution of the problem (2.7).

Meanwhile, by the definition of the space Ap

0
(Ω), we find that the problem (2.7) has a unique

solution in Ẇ
1,p

0
(Ω)/Ap

0
(Ω). Furthermore, it is easy to show that

‖ f ‖
Ẇ
−1,p

0
(Ω)
= ‖div(A∇u)‖

Ẇ
−1,p

0
(Ω)
. ‖u‖

Ẇ
1,p

0
(Ω)/Ap

0
(Ω)
,

which, together with the Open Mapping Theorem of Banach (see, for instance, [8, Theorem 5.6-

2]), further implies that

‖u‖
Ẇ

1,p

0
(Ω)/Ap

0
(Ω)
. ‖ f ‖

Ẇ
−1,p

0
(Ω)
,

namely

inf
φ∈Ap

0
(Ω)
‖∇u − ∇φ‖Lp(Ω) . ‖ f ‖Ẇ−1,p

0
(Ω)
.

This finishes the proof of Lemma 2.10. �

Now, we prove Theorem 2.4 by using Lemma 2.10 and Theorem 1.1(i).
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Proof of Theorem 2.4. Let 2 < p ∈ [n,min{q(L), q(LD,ΩR
)}). By Theorem 1.1(i) together with a

duality argument, we see that for any given q ∈ (1,∞) and any g ∈ Lq(Ω),

∥∥∥∥L1/2
D

g
∥∥∥∥

Ẇ
−1,q

0
(Ω)
. ‖g‖Lq(Ω).

From this and Lemma 2.10, we infer that

inf
φ∈Ap

0
(Ω)
‖∇ f − ∇φ‖Lp(Ω) . ‖LD f ‖

Ẇ
−1,p

0
(Ω)
=

∥∥∥∥L1/2
D
L1/2

D
f
∥∥∥∥

Ẇ
−1,p

0
(Ω)
.

∥∥∥∥L1/2
D

f
∥∥∥∥

Lp(Ω)
.

This finishes the proof of Theorem 2.4. �

Lemma 2.12. Let n ≥ 2 and p ∈ (1,∞). Suppose that A ∈ VMO(Rn) satisfies (GD), or A ∈
CMO(Rn). Then L is an isomorphism from Ẇ1,p(Rn) to Ẇ−1,p(Rn).

Proof. The case A ∈ CMO(Rn) follows from [18, Theorem 1]. For the case A ∈ VMO(Rn)

satisfying (GD), it follows from [21] (see also [20, Theorem 5.1 & Proposition 5.2]) that ∇L−1/2

is bounded on Lp(Rn) for 1 < p < ∞. Thus we have

‖∇L−1div‖p→p < ∞,

which gives the desired conclusion. �

The following was essentially obtained in [28].

Lemma 2.13. Let n ≥ 2 and O ⊂ Rn be a bounded Lipschitz domain. If A ∈ VMO(Rn), then there

exists a positive constant ε0, depending only on n and the Lipschitz constant of O, such that, for

any given p ∈ (
4+ε0

3+ε0
, 4+ ε0) when n = 2 or p ∈ (

3+ε0

2+ε0
, 3+ ε0) when n ≥ 3 , LD,O is an isomorphism

from W
1,p

0
(O) to W

−1,p

0
(O). In particular, if ∂O ∈ C1, it holds that ε0 = ∞; that is, LD,O is an

isomorphism from W
1,p

0
(O) to W

−1,p

0
(O) for any p ∈ (1,∞).

Next, we give some characterizations of the space Ap

0
(Ω) in some special cases.

Proposition 2.14. Let n ≥ 2, Ω ⊂ Rn be an exterior Lipschitz domain, and p ∈ (1,∞). Assume

that

Ap

0
(Ω) :=

{
u ∈ Ẇ

1,p

0
(Ω) : LDu = 0 in Ω

}
.

(i) Take a large R ∈ (0,∞) such that Ωc ⊂ B(0,R) and let ΩR := Ω ∩ B(0,R). Assume that

min{q(L), q(LD,ΩR
)} > n. When 2 < p ∈ [n,min{q(L), q(LD,ΩR

)}),

Ap

0
(Ω) = {c(u0 − 1) : c ∈ R},

where u0 is the unique solution in Ẇ1,2(Ω) ∩ Ẇ1,p(Ω) of the problem

(2.11)

{
−div(A∇u0) = 0 in Ω,

u0 = 1 on ∂Ω.

(ii) If Ω is C1, and A ∈ CMO(Rn), or A ∈ VMO(Rn) satisfies (GD), then for any 2 < p ∈ [n,∞),

Ap

0
(Ω) = {c(u0 − 1) : c ∈ R} with u0 being the same as in (2.11).
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(iii) Assume LD := ∆D and Ω is C1,1. If n ≥ 3 and p ∈ [n,∞), then Ap

0
(Ω) = {cφ∗ : c ∈ R},

where φ∗ is the unique solution of the Dirichlet problem



∆φ∗ = 0 in Ω,

φ∗ = 0 on ∂Ω,

φ∗(x)→ 1 as |x| → ∞.

If n = 2 and p ∈ (2,∞), then Ap

0
(Ω) = {cφ∗ : c ∈ R}, where φ∗ is a harmonic function in Ω

satisfying that φ∗ = 0 on ∂Ω and



φ∗(x) = −c0 ln |x| + O(|x|−1),

∇φ∗(x) = −c0∇ ln |x| + O(|x|−2),

∇2φ∗(x) = O(|x|−2),

as |x| → ∞. Here c0 is a constant and the notation O(|x|−2) means that lim|x|→∞
|x|−2

O(|x|−2)
exists

and is finite.

Proof. We first show (i). For any p ∈ (1,∞), let

K p
(
L1/2

D

)
:=

{
φ ∈ Ẇ

1,p

0
(Ω) : L1/2

D
φ = 0

}
.

For 2 < p ∈ [n,min{q(L), q(LD,ΩR
)}) and φ ∈ Ap

0
(Ω), extend φ by zero in Ωc. Then the extension

of φ, still denoted by φ, belongs to Ẇ1,p(Rn) and satisfies that

div(A∇φ) = 0 in Ω, div(A∇φ) = 0 in Ωc, and φ = 0 on ∂Ω.

Since φ ∈ Ẇ1,p(Rn), it follows that
∂φ

∂ν
∈ W−1/p,p(∂Ω), where

∂φ

∂ν
:= (A∇φ) ·ν denotes the conormal

derivative of φ on ∂Ω, and W−1/p,p(∂Ω) denotes the dual space of W1/p,p′(∂Ω). Moreover, it is

easy to show that div(A∇φ), as a distribution in Rn, satisfies that, for any ϕ ∈ C∞c (Rn),

〈div(A∇φ), ϕ〉 = −
〈
∂φ

∂ν
, ϕ

〉

∂Ω

,

where 〈·, ·〉∂Ω denotes the duality pairing between W−1/p,p(∂Ω) and W1/p,p′(∂Ω). Furthermore, let

h denote the distribution defined by div(A∇φ); that is, for any ϕ ∈ C∞c (Rn),

〈h, ϕ〉 = 〈div(A∇φ), ϕ〉 = −
〈
∂φ

∂ν
, ϕ

〉

∂Ω

,

which, combined with the Sobolev trace embedding theorem (see, for instance, [26, Section 2.5.4,

Theorem 5.5]), further implies that, for any ϕ ∈ C∞c (Rn),

|〈h, ϕ〉| ≤
∥∥∥∥∥
∂φ

∂ν

∥∥∥∥∥
W−1/p,p(∂Ω)

‖ϕ‖W1/p,p′ (∂Ω) .

∥∥∥∥∥
∂φ

∂ν

∥∥∥∥∥
W−1/p,p(∂Ω)

‖ϕ‖W1,p′ (Ωc)

.

∥∥∥∥∥
∂φ

∂ν

∥∥∥∥∥
W−1/p,p(∂Ω)

‖ϕ‖Ẇ1,p′ (Rn).
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By this, we conclude that h ∈ Ẇ−1,p(Rn) and h has a compact support. Thus, from Lemma 2.7, it

follows that the problem, that div(A∇w) = h in Rn, has a unique solution in Ẇ1,2(Rn) ∩ Ẇ1,p(Rn)

up to constants. Therefore, w − φ ∈ Ẇ1,p(Rn) and div(A∇(w − φ)) = 0 in Rn. By this and the

assumption 2 < p ∈ [n,min{q(L), q(LD,ΩR
)}), we find that w − φ = c with c ∈ R, which, together

with the fact that div(A∇φ) = 0 in Ω, implies that the restriction of w to Ω is the unique solution

in Ẇ1,2(Ω) ∩ Ẇ1,p(Ω) of the problem that div(A∇w) = 0 in Ω and w = c on ∂Ω. Thus, w = cu0

with u0 being the same as in (2.11) and φ = c(u0 − 1).

Now, we prove (ii). If A ∈ CMO(Rn), or A ∈ VMO(Rn) satisfies (GD), from Lemma 2.12, we

infer that q(L) = ∞. Moreover, by Lemma 2.13, it holds that q(LD,ΩR
) = ∞. Therefore, for any

2 < p ∈ [n,∞), it holds that Ap

0
(Ω) = {c(u0 − 1) : c ∈ R} with u0 being the same as in (2.11).

Therefore, the conclusion of (ii) holds.

The conclusion of (iii) was obtained in [1, Theorem 2.7 and Remark 2.8] (see also [29, Remarks

5.3, 5.4 and 5.5]) and we omit the details here. This finishes the proof of Proposition 2.14. �

We prove Theorem 1.3 by using Theorem 2.4 and Proposition 2.14.

Proof of Theorem 1.3. Assume that A ∈ VMO(Rn) satisfies (GD), or A ∈ CMO(Rn). Let 2 < p ∈
[n,∞). Take a large constant R ∈ (0,∞) such that Ωc ⊂ B(0,R − 1) and let ΩR := Ω ∩ B(0,R).

Then ΩR is a bounded C1 domain of Rn. By Lemma 2.12, we find that q(L) = ∞. Moreover,

from Lemma 2.13, we infer that q(LD,ΩR
) = ∞. Therefore, by Theorem 2.4, we conclude that

(1.3) holds for any given 2 < p ∈ [n,∞). The fact Ap

0
(Ω) = {c(u0 − 1) : c ∈ R} follows from

Proposition 2.14. This finishes the proof of Theorem 1.3. �

3 Proofs for the Neumann operator

In this section, we give the proof of Theorem 1.5. Denote by Q the set of all closed axis-

parallel cubes with non-empty interior in Rn. We also need the following Calderón–Zygmund

decomposition for functions in Ẇ1,p(Ω).

Lemma 3.1. Let n ≥ 2, Ω ⊂ Rn be an exterior Lipschitz domain, and p ∈ (1,∞). For any

given f ∈ Ẇ1,p(Ω) and α ∈ (0,∞), there exist a countable index set J, cubes {Q j} j∈J ⊂ Q, and

measurable functions g, {b j} j∈J on Ω such that the following properties hold.

(i) f = g +
∑

j∈J b j holds pointwise almost everywhere;

(ii) For any j ∈ J, supp (b j) ⊂ Q j and
∑

j∈J 1Q j
≤ 12n;

(iii) g ∈ Ẇ1,∞(Ω) and ‖g‖Ẇ1,∞(Ω) ≤ Cα;

(iv) For any j ∈ J, b j ∈ Ẇ1,p(Ω) and ‖b j‖p
Ẇ1,p(Ω)

≤ Cαp|Q j|;

(v) If p ∈ (1, n), then, for any j ∈ J, b j ∈ Lp∗(Ω) ≤ Cα|Q j|1/p, where p∗ := np/(n − p);

(vi)
∑

j∈J |Q j| ≤ C
αp ‖ f ‖p

Ẇ1,p(Ω)
;

(vii) g ∈ Ẇ1,p(Ω) and ‖g‖Ẇ1,p(Ω) ≤ C‖ f ‖Ẇ1,p(Ω);
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(viii) For any subset J̃ ⊂ J, the summation
∑

j∈J̃
b j converges unconditionally in Ẇ1,p(Ω).

Here, C ∈ [1,∞) is a constant independent of f , g, {b j} j∈J , and α.

Proof. We prove the present lemma by borrowing some ideas from the proof of [12, Lemma 7.2].

By [17, Theorem 3.4], we find that Ω is a uniform domain of Rn, which, combined with [24,

Theorem 2] (see also [7, Theorem 1.2]), further implies that Ω is a Ẇ1,p-extension domain. Thus,

there exists an f̃ ∈ Ẇ1,p(Rn) such that f̃ |Ω = f and

(3.1) ‖ f̃ ‖Ẇ1,p(Rn) . ‖ f ‖Ẇ1,p(Ω).

Moreover, let

U :=
{
x ∈ Rn : M

(
|∇ f̃ |p

)
(x) > αp

}
,

where M denotes the Hardy–Littlewood maximal operator on Rn. Then U is an open subset of

Rn.

If U = ∅, then, for almost every x ∈ Rn, |∇ f̃ (x)| ≤ [M(|∇ f̃ |p)(x)]1/p ≤ α, which implies that,

for almost every x ∈ Ω, |∇ f (x)| ≤ α. Therefore, in the case that U = ∅, let J := ∅ and g := f . The

conclusion of Lemma 3.1 holds in this case.

Now, we assume that U , ∅. From the weak-(p, p) type boundedness ofM (see, for instance,

[32, p. 13, Theorem 1]) and (3.1), we infer that

(3.2) |U | . 1

αp
‖∇ f̃ ‖p

Lp(Rn)
.

1

αp
‖ f ‖p

Ẇ1,p(Ω)
< ∞.

Therefore, F := Rn\U is a non-empty closed set of Rn. By the Whitney decomposition theorem

for U (see, for instance, [14, Appendix J.1]), we find that there exists an at most countable index

set J and a collection of cubes {Q j} j∈J ⊂ Q such that

(a) U =
⋃

j∈J
8
9
Q j,

8
9
Q◦

j
∩ 8

9
Q◦

k
= ∅ if j , k, where Q◦

j
denotes the interior of Q j;

(b) for any j ∈ J, Q j ⊂ U, and
∑

j∈J 1Q j
≤ 12n;

(c) For any j ∈ J, 5
6
ℓ(Q j) ≤ d(Q j, F) ≤ 4ℓ(Q j) and 12

√
nQ j ∩ F , ∅, where ℓ(Q j) denotes the

side length of Q j.

Then, from the term (b) and (3.2), it follows that

(3.3)
∑

j∈J

|Q j| ≤
∫

U

∑

j∈J

1Q j
(x) dx . |U | . 1

αp
‖ f ‖p

Ẇ1,p(Ω)
< ∞,

which implies that the conclusion (vi) holds.

Furthermore, let {ϕ j} j∈J be a partition of unity on U, that is,
∑

j∈J ϕ j = 1 on U, satisfying that

(d) for any j ∈ J, ϕ j ∈ C∞c (Rn), supp (ϕ j) ⊂ Q◦
j
;

(e) for any j ∈ J, ϕ j ≡ 1 on 8
9

Q j and ‖ϕ j‖L∞(Rn) + ℓ(Q j)‖∇ϕ j‖L∞(Rn) . 1.
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For any j ∈ J, let b̃ j := ϕ j( f̃ − f̃Q j
) with f̃Q j

:=
>

Q j
f̃ dy. Then, define g̃ := f̃ −∑

j∈J b̃ j, g := g̃|Ω,

and b j := b̃ j|Ω for any j ∈ J. Thus, the conclusion (i) holds.

Next, we show (iv), (v), and (viii). It is easy to find that, for any j, ∇b̃ j = ϕ j∇ f̃ + ( f̃ − f̃Q j
)∇ϕ j.

By this, the term (e), and Poincaré’s inequality, we conclude that

∥∥∥∥∇b̃ j

∥∥∥∥
Lp(Q j)

≤
∥∥∥∥ϕ j∇ f̃

∥∥∥∥
Lp(Q j)

+

∥∥∥∥
(

f̃ − f̃Q j

)
∇ϕ j

∥∥∥∥
Lp(Q j)

(3.4)

.

∥∥∥∥∇ f̃
∥∥∥∥

Lp(Q j)
+ ℓ(Q j)

−1
∥∥∥∥ f̃ − f̃Q j

∥∥∥∥
Lp(Q j)

.

∥∥∥∥∇ f̃
∥∥∥∥

Lp(Q j)
.

For any j ∈ J, let Q∗
j

:= 12
√

nQ j. Using the term (c), we can take some y j ∈ Q∗ ∩ F. Then, from

(3.4) and supp (̃b j) ⊂ Q j, it follows that

∥∥∥∥∇b̃ j

∥∥∥∥
p

Lp(Rn)
=

∥∥∥∥∇b̃ j

∥∥∥∥
p

Lp(Q j)
.

∥∥∥∥∇ f̃

∥∥∥∥
p

Lp(Q∗
j
)
. |Q j|M

(
|∇ f̃ |p

)
(y j) . α

p|Q j|,

which further implies that

‖b j‖p
Ẇ1,p(Ω)

= ‖∇b j‖pLp(Ω)
≤

∥∥∥∥∇b̃ j

∥∥∥∥
p

Lp(Rn)
. αp|Q j|.

Thus, the conclusion of (iv) holds. Moreover, if p ∈ (1, n), by Poincaré’s inequality, we find that

‖b j‖Lp∗ (Ω) ≤
∥∥∥∥̃b j

∥∥∥∥
Lp∗ (Q j)

.

∥∥∥∥ f̃ − f̃Q j

∥∥∥∥
Lp∗ (Q j)

. |Q j|1/p∗ |Q j|−1/pℓ(Q j)
∥∥∥∥∇ f̃

∥∥∥∥
Lp(Q j)

≤ |Q j|1/p∗ℓ(Q j)
[
M

(
|∇ f̃ |p

)
(y j)

]1/p ≤ α|Q j|1/p.

Moreover, let J̃ be any given subset of J. Then, form (3.4) and the term (b), we infer that

∥∥∥∥∥∥∥∥∥

∑

j∈J̃

b̃ j

∥∥∥∥∥∥∥∥∥

p

Ẇ1,p(Rn)

.

∑

j∈J̃

∫

Q j

∣∣∣∣∇ f̃ (y)
∣∣∣∣
p

dy ≤
∫

Rn

∑

j∈J

1Q j
(y)

∣∣∣∣∇ f̃ (y)
∣∣∣∣
p

dy(3.5)

.

∫

Rn

∣∣∣∣∇ f̃ (y)
∣∣∣∣
p

dy = ‖ f ‖p
Ẇ1,p(Ω)

< ∞.

Thus, the conclusion of (viii) holds.

Finally, we prove (iii) and (vii). By (3.5), we conclude that

∥∥∥∥∥∥∥∥

∑

j∈J

b j

∥∥∥∥∥∥∥∥
Ẇ1,p(Ω)

. ‖ f ‖Ẇ1,p(Ω),

which, together with the conclusion (i), implies that g ∈ Ẇ1,p(Ω) and

‖g‖Ẇ1,p(Ω) =

∥∥∥∥∥∥∥∥
f −

∑

j∈J

b j

∥∥∥∥∥∥∥∥
Ẇ1,p(Ω)

. ‖ f ‖Ẇ1,p(Ω).
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Thus, (vii) holds. Moreover, it is easy to find that, for almost every x ∈ F,

(3.6) |∇g̃(x)|p =
∣∣∣∣∇ f̃ (x)

∣∣∣∣
p
≤ M

(
|∇ f̃ |p

)
(x) ≤ αp.

Meanwhile, from the assumption that
∑

j∈J ϕ j = 1 on U, we deduce that
∑

j∈J ∇ϕ j = 0 on U,

which further implies that it holds on U that

∇g̃ = ∇ f̃ −
∑

j∈J

[
ϕ j f̃ +

(
f̃ − f̃Q j

)
∇ϕ j

]
=

∑

j∈J

f̃Q j
∇ϕ j.(3.7)

Let x ∈ U and fix an index j0 ∈ J such that x ∈ Q j0 . For any cube Q j that contains x, by the term

(c), we conclude that

5

6
ℓ(Q j) ≤ d(Q j, F) ≤ d(x, F) ≤ d(Q j0 , F) + ℓ(Q j0 ) ≤ 5ℓ(Q j0 ).(3.8)

Similarly, we also have 5
6
ℓ(Q j0 ) ≤ 5ℓ(Q j). Let Q∗

j0
:= 14

√
nQ j0 and Jx := { j ∈ J : x ∈ Q j}. Then

Jx is a finite set and, for any j ∈ Jx, Q j ⊂ Q∗
j0

. Using (3.7) and the fact that
∑

j∈J ∇ϕ j = 0 on U

again, we find that

∇g̃(x) =
∑

j∈J

(
f̃Q j
− f̃Q∗

j0

)
∇ϕ j(x) =

∑

j∈Jx

(
f̃Q j
− f̃Q∗

j0

)
∇ϕ j(x),

which, combined with the terms (b), (c), and (e), (3.8), and Poincaré’s inequality, further implies

that

|∇g̃(x)| .
∑

j∈Jx

1

ℓ(Q j)

∣∣∣∣ f̃Q j
− f̃Q∗

j0

∣∣∣∣ .
∑

j∈Jx

1

ℓ(Q j)

?
Q∗

j0

∣∣∣∣ f̃ (y) − f̃Q∗
j0

∣∣∣∣ dy

.

∑

j∈Jx


?

Q∗
j0

∣∣∣∣∇ f̃ (y)
∣∣∣∣
p

dy



1/p

.


?

Q∗
j0

∣∣∣∣∇ f̃ (y)
∣∣∣∣
p

dy



1/p

≤
[
M

(
| f̃ |p

)
(z j0 )

]1/p ≤ α,

where z0 is a fixed point belonging to Q∗
j0
∩ F. Thus, for any given x ∈ U, |∇g(x)| = |∇g̃(x)| . α,

which, together with (3.6), implies that, for almost every x ∈ Ω, |∇g(x)| . α, and hence (iii) holds.

This finishes the proof of Lemma 3.1. �

Moreover, we also need the following off-diagonal estimates for the semigroup {e−tLN }t>0,

which are the direct corollary of the Gaussian upper bound estimate of {pt,LN
}t>0 (see, for in-

stance, [15]).

Lemma 3.2. Let n ≥ 2, Ω ⊂ Rn be an exterior Lipschitz domain, and let LN be the operator

−div(A∇·) on Ω subject to the Neumann boundary condition. Assume further that 1 < p ≤ q < ∞.

Then there exist positive constants C and c such that, for any t ∈ (0,∞), any closed sets E, F ⊂ Ω,

and any f ∈ Lp(Ω) with supp ( f ) ⊂ E,

∥∥∥e−tLN f
∥∥∥

Lq(F)
≤ Ct

− 1
2

( n
p
− n

q
)
e
−[d(E,F)]2

ct ‖ f ‖Lp(E).
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Now we show Theorem 1.5 by using Lemmas 3.1 and 3.2.

Proof of Theorem 1.5 . By the definition of L1/2
N

, we find that L1/2
N

is bounded from Ẇ
1,2
0

(Ω) to

L2(Ω). Moreover, from the boundedness of ∇L−1/2
N

on Lp(Ω) with p ∈ (1, 2] and a duality argu-

ment, we infer that L1/2
N

is bounded from Ẇ1,q(Ω) to Lq(Ω) with q ∈ [2,∞).

Next, we prove the boundedness of L1/2
N

from Ẇ1,p(Ω) to Lp(Ω) with p ∈ (1, 2). Using the

boundedness of L1/2
N

from Ẇ1,2(Ω) to L2(Ω) and the real interpolation theory of Sobolev spaces,

to prove the boundedness of L1/2
N

from Ẇ1,p(Ω) to Lp(Ω) with p ∈ (1, 2), it suffices to show that,

for any given p ∈ (1, 2) and for any f ∈ Ẇ1,2(Ω) ∩ Ẇ1,p(Ω) and α ∈ (0,∞),

(3.9)

∣∣∣∣∣
{

x ∈ Ω :
∣∣∣∣L1/2

N
f (x)

∣∣∣∣ > α
}∣∣∣∣∣ .

1

αp
‖ f ‖p

Ẇ1,p(Ω)
.

We prove (3.9) by borrowing some ideas from the proof of [12, Proposition 8.1]. Let p ∈ (1, 2),

f ∈ Ẇ1,2(Ω) ∩ Ẇ1,p(Ω), and α ∈ (0,∞). Then, from Lemma 3.1, it follows that there exist

measurable functions g and {b j} j∈J being the same as in Lemma 3.1 such that f = g + b in the

sense of pointwise with b :=
∑

j∈J b j. Then we have

∣∣∣∣∣
{
x ∈ Ω :

∣∣∣∣L1/2
N

f (x)
∣∣∣∣ > α

}∣∣∣∣∣(3.10)

≤
∣∣∣∣∣
{
x ∈ Ω :

∣∣∣∣L1/2
N

g(x)
∣∣∣∣ >

α

2

}∣∣∣∣∣ +
∣∣∣∣∣
{

x ∈ Ω :
∣∣∣∣L1/2

N
b(x)

∣∣∣∣ >
α

2

}∣∣∣∣∣
=: I1 + I2.

We first deal with the term I1. By both (iii) and (vii) of Lemma 3.1, we conclude that

I1 ≤
4

α2

∥∥∥∥L1/2
N

g

∥∥∥∥
2

L2(Ω)
.

1

α2
‖g‖2

Ẇ1,2(Ω)
.

1

α2
α2−p‖ f ‖p

Ẇ1,p(Ω)
=

1

αp
‖ f ‖p

Ẇ1,p(Ω)
.(3.11)

Next, we estimate the term I2. Let {Q j} j∈J ⊂ Q be the same as in Lemma 3.1. From the fact

that supp (b j) ⊂ Q j for any j ∈ J, Lemma 3.1(v), and Hölder’s inequality, we deduce that, for any

j ∈ J,

‖b j‖Lp(Ω) . α|Q j|
1
p
+

1
n .(3.12)

Moreover, by Lemma 3.1(vi), we conclude that sup j∈J ℓ(Q j) . α−p/n‖ f ‖p/n
Ẇ1,p(Ω)

< ∞, which,

together with Lemma 3.1(vi) again, further implies that

∑

j∈J

|Q j|1+
p
n < ∞.

From this, Lemma 3.1(ii), and (3.12), it follows that

∥∥∥∥∥∥∥∥

∑

j∈J

|b j |

∥∥∥∥∥∥∥∥

p

Lp(Ω)

.

∑

j∈J

∥∥∥|b j|
∥∥∥p

Lp(Ω)
. αp

∑

j∈J

|Q j|1+
p

n < ∞.

Thus, b =
∑

j∈J b j ∈ Lp(Ω) and for any subset J̃ of J,
∑

j∈J̃
b j converges in Lp(Ω).
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From the equality

L1/2
N

b =
2√
π

∫ ∞

0

LNe−t2LN b dt

(see, for instance, [27, (8.2)]), we deduce that

∣∣∣∣∣
{
x ∈ Ω :

∣∣∣∣L1/2
N

b(x)
∣∣∣∣ >

α

2

}∣∣∣∣∣(3.13)

=

∣∣∣∣∣∣

{
x ∈ Ω : lim inf

k→∞

∣∣∣∣∣∣
2√
π

∫ ∞

2−k

LNe−t2LN b(x) dt

∣∣∣∣∣∣ >
α

2

}∣∣∣∣∣∣

≤ lim inf
k→∞

∣∣∣∣∣∣

{
x ∈ Ω :

∣∣∣∣∣∣
2√
π

∫ ∞

2−k

LNe−t2LN b(x) dt

∣∣∣∣∣∣ >
α

2

}∣∣∣∣∣∣ .

For any j ∈ J, denote the side length of Q j by ℓ j and write r j := 2ℓ for the unique ℓ ∈ Z satisfying

2ℓ ≤ ℓ j < 2ℓ+1. This is, r j ≤ ℓ j < 2r j. Then, for every k ∈ N, we split the integral in the right-hand

side of (3.13) into

∣∣∣∣∣∣

{
x ∈ Ω :

∣∣∣∣∣∣
2√
π

∫ ∞

2−k

LNe−t2LN b(x) dt

∣∣∣∣∣∣ >
α

2

}∣∣∣∣∣∣(3.14)

≤

∣∣∣∣∣∣∣∣


x ∈ Ω :

∣∣∣∣∣∣∣∣

∑

j∈J

∫ r j

∨
2−k

2−k

LNe−t2LN b j(x) dt

∣∣∣∣∣∣∣∣
>

√
πα

8



∣∣∣∣∣∣∣∣

+

∣∣∣∣∣∣∣∣


x ∈ Ω :

∣∣∣∣∣∣∣∣

∑

j∈J

∫ ∞

r j

∨
2−k

LNe−t2LN b j(x) dt

∣∣∣∣∣∣∣∣
>

√
πα

8



∣∣∣∣∣∣∣∣
,

where r j

∨
2−k := max{r j, 2−k}.

Now, we estimate the first term on the right-hand side of (3.14). Without loss of generality, we

may assume r j > 2−k. It is easy to find that

∣∣∣∣∣∣∣∣


x ∈ Ω :

∣∣∣∣∣∣∣∣

∑

j∈J

∫ r j

2−k

LNe−t2LN b j(x) dt

∣∣∣∣∣∣∣∣
>

√
πα

8



∣∣∣∣∣∣∣∣
(3.15)

≤

∣∣∣∣∣∣∣∣

⋃

j∈J

4Q j

∣∣∣∣∣∣∣∣
+

64

πα2

∥∥∥∥∥∥∥∥
1Ω\(⋃ j∈J 4Q j)

∑

j∈J

∫ r j

2−k

LNe−t2LN b j dt

∥∥∥∥∥∥∥∥
L2(Ω)

.

By Lemma 3.1(vi), we conclude that

∣∣∣∣∣∣∣∣

⋃

j∈J

4Q j

∣∣∣∣∣∣∣∣
.

1

αp
‖ f ‖p

Ẇ1,p(Ω)
.(3.16)

Furthermore, for any v ∈ L2(Ω) with ‖v‖L2(Ω) = 1, we have

∣∣∣∣∣∣∣∣

∫

Ω

v(x)1Ω\(⋃ j∈J 4Q j)(x)


∑

j∈J

∫ r j

2−k

LNe−t2LN b j(x) dt

 dx

∣∣∣∣∣∣∣∣
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≤
∑

j∈J

∫

Ω\(4Q j)

|v(x)|
∣∣∣∣∣
∫ r j

2−k

LNe−t2LN b j(x) dt

∣∣∣∣∣ dx.

For any fixed j ∈ J, splitting Ω \ (4Q j) into the annuli {S m(Q j) ∩ Ω}∞m=2
and using the Cauchy–

Schwarz inequality, we find that
∫

Ω\4Q j

|v(x)|
∣∣∣∣∣
∫ r j

2−k

LNe−t2LN b j(x) dt

∣∣∣∣∣ dx(3.17)

≤
∞∑

m=2

‖v‖L2(S m(Q j)∩Ω)

∥∥∥∥∥
∫ r j

2−k

LNe−t2LN b j dt

∥∥∥∥∥
L2(S m(Q j)∩Ω)

.

Identifying v with its zero extension to Rn, we conclude that, for any m ∈ N with m ≥ 2 and for

any y ∈ Q j,

‖v‖2
L2(S m(Q j)∩Ω)

≤ 2nmℓn
jM

(
|v|2

)
(y),(3.18)

whereM denotes the Hardy–Littlewood maximal operator on Rn. Moreover, from (3.12), it fol-

lows that ‖b j‖Lp(Ω) . αℓ
n/p+1

j
, which, combined with Lemma 3.2, further implies that, for any

m ∈ N with m ≥ 2,
∥∥∥∥∥
∫ r j

2−k

LNe−t2LN b j dt

∥∥∥∥∥
L2(S m(Q j)∩Ω)

≤
∫ r j

2−k

∥∥∥∥LNe−t2LN b j

∥∥∥∥
L2(S m(Q j)∩Ω)

dt(3.19)

. αℓ
n
p
+1

j

∫ r j

0

t
n
2
− n

p
−2

e
−c4m−1r2

j
/t2

dt

∼ αℓ
n
p+1

j
(4mr2

j )
n
4
− n

2p
− 1

2

∫ ∞

4m

s
− n

4
+

n
2p
− 1

2 e−
cs
4 ds.

Let γ := − n
2
+

n
p
+ 1. Using (3.19) and 2r j ≥ ℓ j, we obtain that, for any m ∈ N with m ≥ 2,

∥∥∥∥∥
∫ r j

2−k

LNe−t2LN b j dt

∥∥∥∥∥
L2(S m(Q j)∩Ω)

. αℓ
n
2

j
2−(m−1)γ

∫ ∞

4−m

s
γ

2
−1e−

cs
4 ds

. αℓ
n
2

j
2−(m−1)γe−c4m−3

∫ ∞

0

s
γ

2
−1e−

cs
4 ds,

which, together with both (3.17) and (3.18), further implies that, for any y ∈ Q j,

∫

Ω\(4Q j)

|v(x)|
∣∣∣∣∣
∫ r j

2−k

LNe−t2LN b j(x) dt

∣∣∣∣∣ dx . αℓn
j

[
M

(
|v|2

)
(y)

] 1
2

∞∑

m=2

2( n
2
−γ)me−c4m−3

and hence
∫

Ω\(4Q j)

|v(x)|
∣∣∣∣∣
∫ r j

2−k

LNe−t2LN b j(x) dt

∣∣∣∣∣ dx . α

∫

Q j

[
M

(
|v|2

)
(y)

] 1
2

dy.

By this and Lemma 3.1(ii), we conclude that
∣∣∣∣∣∣∣∣

∫

Ω

v(x)1Ω\(⋃ j∈J 4Q j)(x)


∑

j∈J

∫ r j

2−k

LNe−t2LN b j(x) dt

 dx

∣∣∣∣∣∣∣∣
(3.20)
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. α

∫
⋃

j∈J Q j

[
M

(
|v|2

)
(y)

] 1
2

dy.

Furthermore, from the Kolmogorov inequality (see, for instance, [14, Exercise 2.1.5]), Lemma

3.1(iv), and ‖v‖L2(Ω) = 1, we deduce that

∫
⋃

j∈J Q j

[
M

(
|v|2

)
(y)

]1/2
dy .

∣∣∣∣∣∣∣∣

⋃

j∈J

Q j

∣∣∣∣∣∣∣∣

1
2

‖v‖L2(Ω) . α
− p

2 ‖ f ‖
p

2

Ẇ1,p(Ω)
,

which, combined with (3.20), further implies that

∥∥∥∥∥∥∥∥
1Ω\(⋃ j∈J 4Q j)

∑

j∈J

∫ r j

2−k

LNe−t2LN b j dt

∥∥∥∥∥∥∥∥
L2(Ω)

. α−
p

2 ‖ f ‖
p
2

Ẇ1,p(Ω)
.

By this, (3.14), and (3.15), we find that

∣∣∣∣∣∣∣∣


x ∈ Ω :

∣∣∣∣∣∣∣∣

∑

j∈J

∫ r j

2−k

LNe−t2LN b j(x) dt

∣∣∣∣∣∣∣∣
>

√
πα

8



∣∣∣∣∣∣∣∣
. α2−p‖ f ‖p

Ẇ1,p(Ω)
.(3.21)

Finally, we estimate the second term on the right-hand side of (3.14). For any z ∈ C with

ℜz > 0, define

f (z) :=

∫ ∞

1

ze−t2z dt.

Then, for any angle ψ ∈ (0, π/2), f ∈ H∞
0

(S +ψ), where S +ψ := {z ∈ C : | arg z| < ψ} and H∞
0

(S +ψ)

denotes the set of all holomorphic functions g satisfying |g(z)| ≤ C min{|z|s, |z|−s} for any z ∈ S +ψ
and for some constants C, s ∈ (0,∞). From the functional calculus of LN , it follows that, for

any r ∈ (0,∞), the operator f (r2LN) is bounded on both L2(Ω) and Lp(Ω). Meanwhile, by the

functional calculus of LN again and the Fubini theorem, we conclude that

f
(
r2LN

)
=

∫ ∞

1

r2LNe−t2r2LN dt = r

∫ ∞

r

LNe−t2LN dt.

For any m ∈ Z, let Jm := { j ∈ J : r j

∨
2−k
= 2m}. Then we have

∑

j∈J

∫ ∞

r j

∨
2−k

LNe−t2LN b j dt =
∑

m∈Z

∑

j∈Jm

∫ ∞

2m

LNe−t2LN b j dt

=

∑

m∈Z

∑

j∈Jm

1

2m
f
(
4mLN

)
b j,

which further implies that

∣∣∣∣∣∣∣∣


x ∈ Ω :

∣∣∣∣∣∣∣∣

∑

j∈J

∫ ∞

r j
∨

2−k

LNe−t2LN b j(x) dt

∣∣∣∣∣∣∣∣
>

√
πα

8



∣∣∣∣∣∣∣∣
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.
1

αp

∥∥∥∥∥∥∥∥

∑

m∈Z

∑

j∈Jm

1

2m
f (4mLN)b j

∥∥∥∥∥∥∥∥

p

Lp(Ω)

.

From this and the fact that
∑

j∈Jm
b j converges in Lp(Ω), we infer that

∣∣∣∣∣∣∣∣


x ∈ Ω :

∣∣∣∣∣∣∣∣

∑

j∈J

∫ ∞

r j
∨

2−k

LNe−t2LN b j(x) dt

∣∣∣∣∣∣∣∣
>

√
πα

8



∣∣∣∣∣∣∣∣
(3.22)

.
1

αp

∥∥∥∥∥∥∥∥

∑

m∈Z
f (4mLN)


∑

j∈Jm

2−mb j



∥∥∥∥∥∥∥∥

p

Lp(Ω)

.

Moreover, by [12, Lemma 8.2], we find that, for any function sequence {um}m∈Z ⊂ L2(Ω)∩ Lp(Ω),

∥∥∥∥∥∥∥
∑

m∈Z
f (4mLN)um

∥∥∥∥∥∥∥
Lp(Ω)

.

∥∥∥∥∥∥∥∥


∑

m∈Z
|um|2



1
2

∥∥∥∥∥∥∥∥
Lp(Ω)

,

which, combined with (3.22) and p/2 < 1, further implies that
∣∣∣∣∣∣∣∣


x ∈ Ω :

∣∣∣∣∣∣∣∣

∑

j∈J

∫ ∞

r j
∨

2−k

LNe−t2LN b j(x) dt

∣∣∣∣∣∣∣∣
>

√
πα

8



∣∣∣∣∣∣∣∣
(3.23)

.
1

αp

∥∥∥∥∥∥∥∥∥∥


∑

k∈Z

∣∣∣∣∣∣∣∣

∑

j∈Jm

2−mb j

∣∣∣∣∣∣∣∣

2

1
2

∥∥∥∥∥∥∥∥∥∥

p

Lp(Ω)

=
1

αp

∫

Ω


∑

m∈Z

∣∣∣∣∣∣∣∣

∑

j∈Jm

2−mb j(x)

∣∣∣∣∣∣∣∣

2

p
2

dx

.
1

αp

∫

Ω

∑

m∈Z


∑

j∈Jm

∣∣∣2−mb j(x)
∣∣∣


p

dx.

Furthermore, from Lemma 3.1(ii), it follows that, for fixed x ∈ Ω, the sum for j contains at most

12n non-zero terms, which, together with (3.23), further implies that
∣∣∣∣∣∣∣∣


x ∈ Ω :

∣∣∣∣∣∣∣∣

∑

j∈J

∫ ∞

r j
∨

2−k

LNe−t2LN b j(x) dt

∣∣∣∣∣∣∣∣
>

√
πα

8



∣∣∣∣∣∣∣∣

.
1

αp

∫

Ω

∑

m∈Z

∑

j∈Jm

2−mp|b j(x)|p dx .
1

αp

∑

j∈J

ℓ
−p

j

∫

Ω

|b j(x)|p dx.

By this, (3.12), and both (v) and (vi) of Lemma 3.1, we conclude that
∣∣∣∣∣∣∣∣


x ∈ Ω :

∣∣∣∣∣∣∣∣

∑

j∈J

∫ ∞

r j

∨
2−k

LNe−t2LN b j(x) dt

∣∣∣∣∣∣∣∣
>

√
πα

8



∣∣∣∣∣∣∣∣

.

∑

j∈J

ℓ
−p

j
|Q j|

p

n
+1 ∼

∑

j∈J

|Q j| .
1

αp
‖ f ‖p

Ẇ1,p(Ω)
,

which, combined with (3.10), (3.11), (3.14), (3.15), (3.16), and (3.21), further implies that (3.9)

holds. This finishes the proof of Theorem 1.5 . �
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Proof of Corollary 1.6. It follows from Theorem 1.5 that for any given p ∈ (1,min{pL, 3 + ε})
when n ≥ 3 or p ∈ (1,min{pL, 4 + ε}) when n = 2, it holds for any f ∈ Ẇ1,p(Ω) that

(3.24) C−1 ‖∇ f ‖Lp(Ω) ≤
∥∥∥∥L1/2

N
f
∥∥∥∥

Lp(Ω)
≤ C ‖∇ f ‖Lp(Ω) ,

where C is a positive constant depending only on n, p, and the Lipschitz constant of Ω.

If A ∈ VMO(Rn) satisfies (GD) or A ∈ CMO(Rn), then Lemma 2.12 shows that p(L) = ∞. If

∂Ω ∈ C1, then Theorem 1.2 shows that ǫ = ∞. The proof is complete. �
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