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INVERSE IMAGES OF A POSITIVE CLOSED CURRENT

FOR A HOLOMORPHIC ENDOMORPHISM OF A COMPACT KÄHLER MANIFOLD

TAEYONG AHN

ABSTRACT. In this paper, we prove that for a given surjective holomorphic endomorphism f of a

compact Kähler manifold X and for some integer p with 1 ≤ p ≤ k, there exists a proper invariant

analytic subset E for f such that if S is smooth in a neighborhood of E, the sequence d
−n
p (f

n)∗(S −
αS) converges to 0 exponentially fast in the sense of currents where dp denotes the dynamical

degree of order p and αS is a closed smooth form in the de Rham cohomology class of S.

1. INTRODUCTION

Let (X,ω) be a compact Kähler manifold of complex dimension k ≥ 2 such that ∫X ωk = 1. Let

f ∶ X → X be a surjective holomorphic map. For 0 ≤ s ≤ k, the dynamical degree ds of order s

of f is the spectral radius of the pull-back operator f∗ acting on the Hodge cohomology group

Hs,s(X,C). It is known that ds itself is an eigenvalue of f∗ on Hs,s(X,C). An inequality due to

Khovanskii, Teissier and Gromov ([13], [32]) implies that the function s → log ds is concave on

0 ≤ s ≤ k. In particular, there are integers p and p′ with 0 ≤ p ≤ p′ ≤ k such that

d0 < ⋯ < dp = ⋯ = dp′ > ⋯ > dk.
We always have d0 = 1. The last dynamical degree dk is also called the topological degree of f

because it is equal to the cardinality of f−1(x) for a generic point x in X. We call dp the main

dynamical degree of f .

The aim of this paper is to study the dynamics of a holomorphic endomorphism on a compact

Kähler manifold by proving the following theorem:

Theorem 1.1. Let (X,ω) be a compact Kähler manifold of dimension k ≥ 2 and f ∶ X → X a

surjective holomorphic endomorphism. Let 1 ≤ p ≤ k be an integer such that dp−1 < dp. Then, there

exists a proper analytic subset E invariant under f such that for a positive closed (p, p)-current S

smooth in a neighborhood of E, we have

d−np (fn)∗(S −αS)→ 0

exponentially fast in the sense of currents where αS is a smooth closed form of bidegree (p, p) in the

de Rham cohomology class of S.

The equidistribution of inverse images of an analytic subset or a positive closed current under

holomorphic/meromorphic endomorphisms has been much studied on complex projective space

P
k. To list a few, [34],[30] for k = 1; for general k ≥ 2 and p = k, [28], [8], [21]; for k = 2 and

p = 1, [26],[27] (see also [33]); for general k ≥ 2, [29],[36],[37],[33],[17],[38] (see also [35]);

for 1 ≤ p ≤ k, see [1], [2], [4], [3]

However, it has not been much studied on compact Kähler manifolds. For a meromorphic map

and for p = k, see [14]. For a holomorphic endomorphism, in [5], non-pluripolar products were

considered. For a holomorphic automorphism, see [22], [9]. Notice that our theorem works for

general bidegrees and also for holomorphic automorphisms as well.

In [1], the following was proved:
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Theorem 1.2. Let f ∶ Pk → P
k be a holomorphic endomorphism of degree d ≥ 2. Let T p denote the

Green (p, p)-current associated with f on P
k. Then there is a proper invariant analytic subset E for f

such that d−pn(fn)∗(S) converges to T p exponentially fast in the sense of currents for every positive

closed (p, p)-current S of mass 1 which is smooth near E.

One important property of a holomorphic endomorphism f of Pk is that the graph of f−1 is

a holomorphic correspondence. Intuitively, if a point is not in the Julia set, its forward images

accumulate near the attracting set under iteration. So, if a point is not trapped in the attracting

set, iterates push its inverse images away from the attracting set to the boundary of the Fatou

set. Since f−1 is a holomorphic correspondence, once the initial current has no mass on the

attracting set, then its inverse images never have mass on the set due to the work in [18]. The

condition in Theorem 1.2 is a sufficient condition that if the initial current has no mass on the set,

then there is no mass charged on the attracting set and therefore, all the mass move towards the

Julia set. Theorem 1.2 is a quantitative explanation about it. Technically, this property appears

in the availability of the Lojasiewicz type inequality as in Lemma 3.3 in [1]. Then, using the

Lojasiewicz type inequality, we can control the influence from the set E, which appears in the

Hölder continuity of the quasi-potential of f∗(ω).
On a general compact Kähler manifold, Lemma 4.7 in [15] guarantees that the same is true

and motivates us to generalize the work in [1] to general compact Kähler manifolds.

Lemma 1.3 (Lemma 4.7 in [15]). Let f be a surjective holomorphic map from X to X. Then f−1

is a holomorphic correspondence.

However, there are many differences between projective space and compact Kähler manifold.

Firstly, general compact Kähler manifolds may not have many automorphisms and therefore, it is

not clear that positive closed currents can be approximated by smooth positive closed currents.

Secondly, the Green potential may not be negative. In addition, the cohomology groups of a

general compact Kähler manifold are not simple compared to those of a complex projective space.

Lastly, the existence of the Green current is not clear. These are the main difficulties for the work

to be done on general compact Kähler manifolds.

To resolve these obstacles, the following strategy is used. For the lack of symmetry, we quantify

the approximation theorem of positive closed currents introduced by Dinh-Sibony in [16] and

[22] so as to control the C1-norm of approximating smooth closed currents. Compared to the

case of Pk, approximating smooth closed currents may not be positive. So, we need additional

estimates in the form of (semi-)regular transforms. In this work, we use the Green potential

kernel induced from the work by Bost-Gillet-Soulé in [7]. In general, the Green potential is not

negative and therefore, we had to extend the estimates for the Green quasi-potential in [20] and

[1] to (semi-)regular transforms of positive closed currents. Since the cohomology groups may

be complicated, the mass of a positive closed current may not behave as nicely as in the case

of Pk and so, we normalize the inverse image of a positive closed current with the dynamical

degree. Since the existence of the Green current is not clear, we rather observe the current S −αS
instead of S and later in Section 9, we consider sufficient conditions for the Green current to

exist. Summarizing the discussion in Section 9, we obtain the following:

Theorem 1.4. Let (X,ω) be a compact Kähler manifold of dimension k ≥ 2 and f ∶ X → X a

surjective holomorphic endomorphism such that that dp−1 < dp and dp is a simple eigenvalue of

f∗ ∶ Hp,p(X,C) →Hp,p(X,C) and that other eigenvalues of f∗ on Hp,p(X,C) have modulus strictly

less than dp. Then, the limit T +p ∶= limn→∞ d
−n
p (fn)∗ωp exists and there exists a proper analytic subset

E invariant under f such that for every positive closed (p, p)-current S smooth in a neighborhood of

E, we have

d−np (fn)∗S → cST
+
p
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exponentially fast in the sense of currents where T +p = limn→∞ d
−n
p (fn)∗ωp, {⋅} denotes the de Rham

cohomology class, and cS = limn→∞
(fn)∗{S}⌣{ωk−p}
dnp {T

+
p }⌣{ω

k−p} . In particular, if the action of f is simple on

cohomology and p is the order of the main dynamical degree, cS = ⟨S,T−⟩⟨ωp,T−⟩ .

Corollary 1.5. Assume f and E as in Theorem 1.4. Then, if an analytic subset H of pure codimen-

sion (p, p) does not meet E, then

d−np (fn)∗[H]→ cHT
+
p

exponentially fast in the sense of currents where [H] denotes the current of integration on H and

cH = limn→∞
(fn)∗{[H]}⌣{ωk−p}
dnp {T+p }⌣{ωk−p} .

The condition in Theorem 1.4 means a version of hyperbolicity so that there is only one maxi-

mally increasing direction in cohomology and all the others are decreasing directions. If X = Pk,
then ds = ds and Theorem 1.4 implies Theorem 1.2.

One remark is that while our primary interest is on holomorphic endomorphisms, Theorem 1.1

applies to holomorphic automorphisms as well. Based on the proof, if f is a holomorphic auto-

morphism ofX, then E = ∅, which means that every positive closed current satisfies Theorem 1.1.

One representative example of this is a holomorphic automorphism of a compact Kähler manifold

with positive entropy. Concerning Theorem 1.4, in the case of holomorphic automorphisms, [9]

obtained finer results without speed of convergence. See also [22].

Another remark is that in this context, it is reasonable to consider a version of the Dinh-Sibony

conjecture in the following sense and our work partially answers the non-intersecting case.

Question 1.6 (See Conjecture 1.4 in [19]). Let (X,ω) be a compact Kähler manifold of dimension

k ≥ 2 and f ∶ X → X a surjective holomorphic endomorphism with simple action on cohomol-

ogy. Let p be the order of the main dynamical degree and T ± the associated Green currents. Then

d−np (fn)∗[H] converges to cHT
+ for every analytic subset H of X of pure dimension k − p which is

generic, where cH = ⟨[H],T−⟩⟨ωp,T−⟩ . Here, H is generic if either H ∩ E = ∅ or codimH ∩ E = p+ codimE for

any irreducible component E of every totally invariant proper analytic subset of X.

Notation. We denote by Φn and Ψn the hypersurface of the critical points and that of the critical

values of fn, respectively for n = 1,2,⋯. For an analytic subset V of X, [V ] means the current of

integration over V and multixV means the multiplicity of V at x ∈ V as an analytic subset. For a

positive closed current R, ν(x,R) means the Lelong number R at x ∈ X.

The distance dist(⋅, ⋅) on a compact Kähler manifold means the distance with respect to the

natural metric associated with the Kähler form. For a set A ⊂ X and a constant θ > 0, the θ-

neighborhood Aθ of A denotes the set of points x ∈ X such that dist(x,A) < θ. The norms ∥ ⋅ ∥∞,∥ ⋅ ∥Cα and ∥ ⋅ ∥Lα (or ∥ ⋅ ∥∞,U , ∥ ⋅ ∥Cα,U and ∥ ⋅ ∥Lα,U for a subset U of X) of a function or a form

are the norms of the function or the sum of the usual corresponding norms of its coefficients (on

U) with respect to a fixed finite atlas of X, respectively.

Acknowledgments. The research of the author was supported by the National Research Founda-

tion of Korea (NRF) grant funded by the Korea government (MSIT) (No. RS-2023-00250685).

2. PRELIMINARIES

2.1. Currents. For the basics of currents, we refer the reader to [10]. In this section, we intro-

duce some notations that we will use.
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Let s be an integer such that 1 ≤ s ≤ k. If S is a positive or negative (s, s)-current on X, we

define the mass of S by ∥S∥ ∶= ∣⟨S,ωk−s⟩∣.
Let Cs denote the cone of positive closed (s, s)-currents on X, Ds the real vector space generated

by Cs and D
0
s the space of currents S ∈ Ds such that {S} = 0 in Hs,s(X,R). The duality between

the cohomology groups implies that if S is a current in Cs, its mass depends only on the class {S}
in Hs,s(X,R). We define the ∗-norm ∥ ⋅ ∥∗ on Ds by

∥S∥∗ ∶=min(∥S+∥ + ∥S−∥),
where the minimum is taken over S± ∈ Cs such that S = S+ − S−. A subset in Ds is said to be

∗-bounded if it is bounded with respect to the ∗-norm. We will consider the following ∗-topology

on Ds and D
0
s . We say that Sn converges to S in Ds if Sn → S weakly as currents and if the set{∥Sn∥∗} is bounded. Note that if we restrict the ∗-topology to a ∗-bounded subset of Ds, then

it coincides with the usual weak topology on the space of currents. According to [22], smooth

forms are dense in Ds and D
0
s with respect to the ∗-topology. We denote by D̃s and D̃0

s the subsets

of smooth forms in Ds and D
0
s , respectively.

We will also work on the space of L1 functions which can be written as a difference of two

quasi-plurisubharmonic functions on X. On that space, we will use the DSH-norm which will be

denoted by ∥ ⋅ ∥DSH and defined by

∥f∥DSH ∶= ∥f∥L1 + ∥ddcf∥∗.

There are also some other natural norms and distances on Ds which are closely related to the

weak topology. For α > 0, if S and S′ are currents in Ds, we define

∥S∥C−α ∶= sup
∥ϕ∥Cα≤1

∣⟨S,ϕ⟩∣ and distα(S,S′) ∶= ∥S − S′∥C−α
where the supremum is taken over the set of the smooth test (k − s, k − s)-forms ϕ on X with∥ϕ∥Cα ≤ 1. Observe that ∥ ⋅ ∥C−α ≲ ∥ ⋅ ∥∗ for every α > 0.

Thanks to the standard theory of interpolation between Banach spaces, we have

Proposition 2.1 (Section 2.1 in [20]). Let α and α′ be strictly positive real numbers with α < α′.
Then on any ∗-bounded subset of Ds, the topology induced from distα or from distα′ coincides with

the weak topology. Moreover, on any ∗-bounded subset of Ds, there is a constant cα,α′ > 0 such that

distα′ ≤ distα ≤ cα,α′[distα′]α/α′ .
In particular, a function on a ∗-bounded subset of Ds is Hölder continuous with respect to distα if

and only if it is Hölder continuous with respect to distα′ .

2.2. (semi-)regular transforms. We recall (semi-)regular transforms of currents in [22].

Consider the compact Kähler manifold X ∶= X × X. Let πi ∶ X → X denote the canonical

projection on its factor for i = 1,2. Then, ωX ∶= π∗1ω + π∗2ω is a natural Kähler form on X. Let

π ∶ X̂→ X be the blow-up of X along the diagonal submanifold ∆ in X =X×X and let ∆̂ ∶= π−1(∆)
denote the exceptional hypersurface. We define Πi ∶= πi○π for i = 1,2. Then, Πi and its restrcition

to ∆̂ are both submersions for i = 1,2. By a theorem of Blanchard in [6], X̂ is a compact Kähler

manifold. We fix a Kähler form ω
X̂

on X̂ ×X throughout the article. For later use in Section 3,

we assume that ω
X̂

is normalized as follows. The current π∗([∆̂] ∧ ωk−1
X̂
) has support in ∆ and is

a positive closed current of bidimension (k, k). Hence, by the support theorem, π∗([∆̂] ∧ ωk−1X̂
)

is a positive constant multiple of [∆]. By multiplying a proper positive constant to ω
X̂

, we may

assume that π∗([∆̂] ∧ ωk−1
X̂
) = [∆].
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Definition 2.2. Let 0 ≤ q ≤ k be an integer. Let Q be a form of bidegree (q, q) on X̂ which is smooth

outside ∆̂ and such that

∣Q∣ ≲ − log dist(⋅, ∆̂) and ∣∇Q∣ ≲ dist(⋅, ∆̂)−1
near ∆̂. Let s be an integer such that k − q ≤ s ≤ k. A linear mapping L

Q on the space of currents of

bidegree (s, s) on X to the space of currents (s + q − k, s + q − k) on X defined by

L
Q(S) ∶= (Π2)∗(Π∗1(S) ∧Q)

is called a semi-regular transform of bidegree (q − k, q − k) associated with the form Q.

If Q is smooth, then the transform L
Q is said to be regular. If Q is positive, then the transform

L
Q is said to be positive. If Q is closed, then the transform L

Q is said to be closed.

Here, ∣Q∣ and ∣∇Q∣ mean the sum of the coefficients of Q and the sum of the estimates of their

gradients with respect to a fixed finite atlas of X̂, respectively.

Remark 2.3. A positive semi-regular transform maps positive currents to positive currents. A closed

semi-regular transform L
Q maps closed currents to closed currents and satisfies L

Q(ddcS) =
ddcL Q(S) for every current S.

Young’s inequality (or the Hölder inequality) gives the following proposition.

Proposition 2.4. [Lemma 2.1 in [16] or Proposition 2.3.2 in [21]] Any semi-regular transform

can be extended to a linear continous operator from the space of currents of order 0 to the space of

L1+1/k-forms. It defines a linear continuous operator from the space of Lα-forms, α ≥ 1, to the space

of Lα
′
-forms where α′ is given by (α′)−1 + 1 = α−1 + (1 + 1/k)−1 if α < k + 1 and α′ =∞ if α ≥ k + 1.

It also defines a linear continuous operator from the space of L∞-forms to the space of C1-forms.

2.3. Superpotentials. For the superpotential on a compact Kähler manifold, we refer the reader

to [22]. See also [20] for the theory on complex projective space.

Let β = {β1,⋯, βhs} with hs = dimHs,s(X,R) be a fixed family of real smooth closed (s, s)-
forms such that the family of classes {β} ∶= {{β1},⋯,{βhs}} is a basis of Hs,s(X,R). We can also

find another family β∗ = {β∗1 ,⋯, β∗hs} of real smooth closed (k − s, k − s)-forms so that {β∗} ∶=
{{β∗1 },⋯,{β∗hs}} is a basis of Hk−s,k−s(X,R) and is the dual basis of {β} with respect to the

cup-product ⌣.
Let R be a current in D

0
k−s+1 and UR a potential of R, that is, a (k − s, k − s)-current such that

ddcUR = R. Adding to UR a suitable combination of β∗i ’s allows us to assume that ⟨UR, βi⟩ = 0 for

i = 1,⋯, hs. We say that UR is β-normalized.

Definition 2.5. Let β and β∗ be given families of real smooth closed forms of bidegree (s, s) and(k − s, k − s) as above, respectively. Let S be a current in Ds. The β-normalized superpotential US of

S is the following function defined on smooth forms R in D
0
k−s+1 by

US(R) ∶= ⟨S,UR⟩,
where UR is an β-normalized smooth potential of R. We say that S has a bounded superpotential if

US is bounded on each ∗-boudned subset of D̃0
k−s+1. We say that S has a continuous superpotential

if US can be extended to a continuous function on D
0
k−s+1. Here, the topology is with respect to the

norm ∥ ⋅ ∥C−α for some α > 0. In this case, the extension is also denoted by US and is also called a

superpotential of S. We say that S has a Hölder continuous superpotential if US is continuous and

Hölder continuous on D
0
k−s+1 with respect to the norm ∥ ⋅ ∥C−α for some α > 0.
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Remark 2.6. The definition of the β-normalized superpotential US of S is independent of the choice

of β∗. If S belongs to D
0
s , the notion of superpotential is independent of the choice of the family β.

So, when we are dealing with superpotentials of currents S ∈ D
0
s , we will not specify the families β

and β∗.

We recall the Green potential kernel and the Green potential of S for S ∈ D
0
s in [22], which are

useful in computing superpotentials.

The integration on the diagonal submanifold ∆ of X defines a positive closed (k, k)-current[∆]. By the Künneth formula, we have a canonical isomorphism

Hk,k(X,C) ≃ ∑
0≤i≤k

H i,k−i(X,C)⊗Hk−i,i(X,C).
Then, [∆] is cohomologous to a smooth real closed (k, k)-form α∆ which is a finite combination

of forms of type π∗1(ψ)∧π∗2 (ψ′)where ψ and ψ′ are closed forms onX of bidegree (i, k−i) and (k−
i, i), respectively. So, α∆ satisfies dxα∆ = dyα∆ = 0. Replacing α∆(x, y) by [α∆(x, y)+α∆(y,x)]/2,

we may assume that α∆ is symmetric, i.e. invariant under the involution (x, y) → (y,x) where(x, y) denotes the coordinates of X.

According to [7], there is a real smooth closed (k − 1, k − 1)-form η on X̂ such that π∗(α∆)
is cohomologous to [∆̂] ∧ η, where [∆̂] is the positive closed (1,1)-current of integration on ∆̂.

Hence, π∗([∆̂] ∧ η) is cohomologous to α∆ and therefore to [∆]. Since the map (x, y) → (y,x)
induces an involution on X̂, we can also choose η symmetric with respect to this involution.

Let α∆̂ be a real closed (1,1)-form on X̂, which is cohomologous to [∆̂]. We can choose

α∆̂ symmetric. There is a quasi-plurisubharmonic(q-psh for short) function u on X̂ such that

ddcu = [∆̂] − α∆̂. This function is necessarily symmetric. Subtracting from u a constant, we may

assume that u < −2.

Choose a real smooth (k − 1, k − 1)-form δ
X̂

on X̂ such that ddcδ
X̂
= π∗(α∆) −α∆̂ ∧ η where α∆,

α∆̂ and η are as above. We can choose δ
X̂

to be symmetric. Let L
K be the semi-regular transform

associated with the form K ∶= uη − δ
X̂

. The following result was obtained in Proposition 2.1 in

[22].

Proposition 2.7. Let S be a current in D
0
s with s ≥ 1. Then US ∶= L

K(S) is a potential of S, that

is, ddcUS = S in the sense of currents. Moreover, we have

∥US∥L1+1/k ≤ c∥S∥∗
for some constant c > 0 independent of S.

We will call US ∶= L
K(S) the Green potential of S. Notice that K is not necessarily positive.

There exists a constant mK > 0 such that η +mKω
k−1
X̂

and δ
X̂
+mKω

k−1
X̂

are both strictly positive.

We define the forms K± to be

K+ ∶= u(η +mKω
k−1
X̂
) − (mKω

k−1
X̂
) and K− ∶= u(mKω

k−1
X̂
) − (δ

X̂
+mKω

k−1
X̂
).

BothK± are strictly negative and L
K =L

K+−LK−. In particular, the transforms L
K± associated

with the forms K± are negative.

3. REGULARIZATION OF POSITIVE CLOSED CURRENTS

The regularization of positive closed currents in this section was introduced in [16] and [22].

The main purpose of this section is to study its quantitative aspects.



7

Let u be the q-psh function on X in Subsection 2.3. Let χ be a smooth convex increasing

function on R∪ {−∞} such that χ(t) = t for t ≥ 0, χ(t) = −1 for t ≤ −2 and 0 ≤ χ′ ≤ 1. For θ ∈ C, we

define

χθ(t) ∶= χ(t − log ∣θ∣) + log ∣θ∣ and uθ ∶= χθ(u).
Then, uθ = u∣θ∣ and uθ decreasingly converges to u as ∣θ∣ → 0. Let m∆̂ > 0 be sufficiently large so

that m∆̂ωX̂
−α∆̂ is positive. Then, we have

ddcuθ = (χ′′θ ○ u)du ∧ dcu + (χ′θ ○ u)ddcu = −(χ′θ ○ u)α∆̂ ≥ −m∆̂ωX̂
.

So, for θ ∈ C, the smooth closed (1,1)-current α∆̂ + dd
cuθ can be written as a difference of two

smooth positive closed (1,1)-currents as α
∆̂
+ ddcuθ = (m∆̂

ω
X̂
+ ddcuθ) − (m∆̂

ω
X̂
− α

∆̂
).

Recall that π∗([∆̂] ∧ ωk−1X̂
) = [∆]. Let θ ∈ C be such that ∣θ∣ < 1. For notational convenience, we

write

L
+
θ ∶=L

(m
∆̂
ω
X̂
+ddcuθ)∧ωk−1

X̂ , L
−
∶=L

(m
∆̂
ω
X̂
−α

∆̂
)∧ωk−1

X̂ and Lθ ∶=L
(α

∆̂
+ddcuθ)∧ωk−1

X̂ .

Then, we obviously have Lθ = L
+
θ −L

− and L0 = id on smooth forms (see [16, p.486]). The

transforms L
+
θ , L

− and Lθ are all positive closed and of bidegree (0,0).
Our regularizing kernel (α∆̂ + dd

cuθ) ∧ ωk−1X̂
is slightly different from the one in [22] but it

works in the same way in [22, Lemma 2.4.6]. Also, in [22, Lemma 2.4.6], we do not actually

need the closedness of a smooth current. So, we get the following lemma.

Lemma 3.1. Let ϕ be a smooth form of bidegree (k − s, k − s). Then, for every θ ∈ C, Lθ(ϕ) is

smooth and

∥Lθ(ϕ) −ϕ∥∞ ≤ c∣θ∣∥ϕ∥C1

where c > 0 is a constant independent of ϕ and θ.

From [22, Lemma 2.4.1], we can deduce the following lemma. The constant c > 0 below comes

from the description of the support of ddcuθ in terms of θ in the lemma.

Lemma 3.2. Let θ ∈ C∗ be sufficiently small. Then, there exist constants c1, c2 > 0 independent of θ

such that for any subset U of X and for any form S with C1-coefficients and suppS ⋐ U , Lθ(S) is

C1 with compact support in Uc1θ such that

∥Lθ(S)∥C1,Uc1θ
= ∥L (α

∆̂
+ddcuθ)∧ωk−1

X̂ (S)∥C1,Uc1θ
≤ c2∥S∥C1,U .

Proof. The uniform norm estimate is quite straightforward. So, we omit it and focus on the

estimate of its gradient. Since S has C1 coefficients, we have

L
(α

∆̂
+ddcuθ)∧ωk−1

X̂ (S) = (Π2)∗(Π∗1(S) ∧ (α∆̂ + dd
cuθ) ∧ ωk−1X̂

)
= (π2)∗(π∗1(S) ∧ π∗((α∆̂ + dd

cuθ) ∧ ωk−1X̂
)).

According to [22, Lemma 2.4.1], there exists a constant c > 0 such that the support of π∗((α∆̂ +

ddcuθ) ∧ ωk−1X̂
) is in (∆)c∣θ∣ for all θ’s with sufficiently small ∣θ∣. Also, notice that the support

of π∗(ddcuθ) is away from ∆. By use of a partition of unity, we may assume that the support

of S and the support of Lθ(S) belongs to the same coordinate neighborhood. Let P ∈ X be

point. Let (x, y) = (x1,⋯, xk, y1,⋯, yk) ∈ X ×X be local coordinates in a neighborhood of a point(P,P ) ∈ X ×X such that (0,⋯,0,0,⋯,0) corresponds to (P,P ). Let P ′ be a point in the support

of Lθ(S) and y′ = (y′1,⋯, y′k) its coordinates.
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Let v = (v1,⋯, vk) ∈ Ck be such that ∣v1∣2 +⋯+ ∣vk ∣2 = 1. Then, we consider the form of

1

h
[(π2)∗(π∗1(S) ∧ π∗((α∆̂ + dd

cuθ) ∧ ωk−1X̂
))(y′ + hv)

− (π2)∗(π∗1(S) ∧ π∗((α∆̂ + dd
cuθ) ∧ ωk−1X̂

))(y′)]
= 1

h
∫
x
[(π∗1 (S)(x) ∧ π∗((α∆̂ + dd

cuθ) ∧ ωk−1X̂
))(x, y′ + hv)

− π∗1(S)(x) ∧ π∗((α∆̂ + dd
cuθ) ∧ ωk−1X̂

))(x, y′)]
Note that since S has C1 coefficients,

lim
h→∞

1

h
∫
x
[(π∗1(S)(x + hv) ∧ π∗((α∆̂ + dd

cuθ) ∧ ωk−1X̂
))(x, y′)

− π∗1(S)(x) ∧ π∗((α∆̂ + dd
cuθ) ∧ ωk−1X̂

))(x, y′)]
is a continuous form whose uniform norm is bounded by ∥S∥C1 up to a constant multiple inde-

pendent of θ. Indeed, this is just the transform of the derivative of S in the direction of v, which

is a continuous form. So, it is enough to estimate

1

h
∫
x
[(π∗1 (S)(x + hv) ∧ π∗((α∆̂

+ ddcuθ) ∧ ωk−1X̂
))(x, y′)

− π∗1(S)(x) ∧ π∗((α∆̂
+ ddcuθ) ∧ ωk−1X̂

))(x, y′ + hv)]
= 1

h
∫
x
[(π∗1(S)(x + hv) ∧ π∗((α∆̂ + dd

cuθ) ∧ ωk−1X̂
))(x, y′)

− π∗1(S)(x + hv) ∧ π∗((α∆̂
+ ddcuθ) ∧ ωk−1X̂

))(x + hv, y′ + hv)]
= 1

h
∫
x
[(π∗1(S)(x + hv) ∧ [π∗((α∆̂ + dd

cuθ) ∧ ωk−1X̂
))(x, y′)(3.1)

− π∗((α∆̂ + dd
cuθ) ∧ ωk−1X̂

))(x + hv, y′ + hv)]]
for all hwith sufficiently small ∣h∣ and show that this quantity is bounded by ∥S∥∞ up to a constant

independently of θ. The first equality comes from the change of the variable x→ x−hv inside the

integral. Since S is bounded, it suffices to consider the estimate of

1

h
[π∗((α∆̂ + dd

cuθ) ∧ ωk−1X̂
))(x, y′) − π∗((α∆̂ + dd

cuθ) ∧ ωk−1X̂
))(x + hv, y′ + hv)]

After shrinking the neighborhood of (P,P ) if necessary, we change variables (x, y) → (x, y − x)
and denote by z = y − x. Then, in the neighborhood of (P,0), ∆ = {z = 0} and the operator(π2)∗ is the integration with respect to the x-variable. Since the support of π∗(ddcuθ) is away

from ∆, it is enough to consider the case where one of zi’s is not equal to 0. Without loss

of generality, we only consider the open set z1 ≠ 0. Then, once again, we change variables(x, z) → (x, z1, z2/z1,⋯, zk/z1) in that neighborhood. We denote by w1 = z1 and wi = zi/z1 for

i = 2,⋯, k. With respect to the coordinates (x,w), the above quantity becomes

1

h
[((α∆̂ + dd

cuθ) ∧ ωk−1X̂
)(x,w′) − ((α∆̂ + dd

cuθ) ∧ ωk−1X̂
))(x + hv,w′)](3.2)

where w′1 = y′1 − x1 and w′i = (y′i − xi)/(y′1 − x1) for i = 2,⋯, k. With respect to the coordinates(x,w), the function u can be written as u = log ∣w1∣+ψ for a smooth function ψ of z and w. Then,

we have

ddcuθ = ddc[χθ(u)] = χ′′θ (u)d(log ∣w1∣ + ψ) ∧ dc(log ∣w1∣ + ψ) + χ′θ(u)ddc(log ∣w1∣ + ψ).
Hence, as h → 0, we get some extra derivatives of ψ and χθ(u) with respect to x, which are

bounded independently of θ. So, by the argument used in [22, Lemma 2.4.1], ∣(3.2)∣ is bounded

by 1/∣θ∣2 up to a constant multiple independent of θ. Given y′, due to the smallness of the support

of ddc(α∆̂ + dd
cuθ)), we integrate the bounded integrand on ∣x1 − y′1∣ < c′∣θ∣ for some c′ > 0
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independent of θ, which gives us a value of order ∣θ∣2 and cancels the factor 1/∣θ∣2. So, the value∣(3.1)∣ is bounded by ∥S∥∞ up to a constant multiple independent of θ and S. �

The above two lemmas imply the following:

Proposition 3.3. Let ϕ be a smooth test form of bidegree (k − s, k − s). Then, ∥L k+2
θ (ϕ) − ϕ∥∞

converges to 0 as θ → 0.

Proof. It is enough to observe that

L
k+2
θ (ϕ) −ϕ = k+1∑

i=0

Lθ(L i
θ (ϕ)) −L

i
θ (ϕ)

and that ∥L i
θ (ϕ)∥C1 is uniformly bounded by ∥ϕ∥C1 up to a constant independent of θ and i =

0,⋯, k + 1. Then, a previous lemma completes the proof. �

For S ∈ Ds, we define

Sθ ∶=Lθ ○ ⋯ ○Lθ(S) =L
k+2
θ (S).

Proposition 2.4 implies that Sθ is a current with C1-coefficients. According to [16], Sθ belongs

to the same cohomology class as S does. This regularization is essentially the same as the one in

[16] but slightly different from the one in [22]. Since currents in Ds are of order 0, Proposition

3.3 implies the convergence Sθ → S in the sense of currents

Corollary 3.4. For each current S ∈ Ds, the sequence (Sθ) of C1-smooth currents converges to S in

the sense of currents.

Note that Sθ is not positive in general. However, the regularization Sθ can be written as Sθ =
∑i(−1)sgn(Li,1⋯,Li,k+2)Li,1 ○⋯○Li,k+2(S) where Li,j is either L

+
θ or L

− and sgn(Li,1,⋯,Li,k+2)
is the number of indices Li,j such that Li,j =L

−. Then, Sθ can be written as

Sθ = S+θ − S−θ
where S±θ are positive closed currents of bidegree (s, s). Indeed, S+θ (or S−θ ) is just the sum of

terms (−1)sgn(Li,1⋯,Li,k+2)Li,1 ○⋯○Li,k+2(S) with even (or odd) sgn. Proposition 2.4 implies that

S±θ are of C1-coefficients. We give C1-estimates of S±θ in terms of θ.

Proposition 3.5. There exists a constant creg > 0 such that for all θ with sufficiently small ∣θ∣ and

for all S ∈ Cs, we have

∥S±θ ∥ ≤ creg∥S∥ and ∥S±θ ∥C1 ≤ creg∣θ∣−(2k+2)(k+2)∥S∥.
Lemma 3.6. Let S be a current in Cs. Then for all θ ∈ C∗ with sufficiently small ∣θ∣, the current

L
ddcuθ∧ω

k−1
X̂ (S) is smooth and we have

∥L ddcuθ∧ω
k−1
X̂ (S)∥C1 ≤ c∣θ∣−(2k+2)∥S∥

where c > 0 is a constant independent of S and θ.

Proof. The first assertion is from the observation that the support of ddcuθ is away from ∆̂. So,

we consider the second assertion. We have

L
ddcuθ∧ω

k−1
X̂ (S) = (Π2)∗(Π∗1(S) ∧ ddcuθ ∧ ωk−1X̂

)
= (π2)∗(π∗1(S) ∧ π∗(ddcuθ) ∧ π∗(ωX̂

)k−1).
For the support of ddcuθ does not intersect ∆̂. We estimate π∗(ddcuθ) ∧ π∗(ωX̂

)k−1.
SinceX is compact and all the derivatives of uθ are uniformly bounded outside a neighborhood

of ∆, it suffices to estimate in a neighborhood of a point (P,P ) ∈∆ ⊂X×X for a point P ∈X. Let
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(x, y) = (x1,⋯, xk, y1,⋯, yk) ∈ X ×X be local coordinates in a neighborhood of a point (P,P ) ∈
X ×X. After shrinking the neighborhood of (P,P ) if necessary, we make a change of variables(x, y) → (x, y − x) and denote by z = y − x. Then, in the neighborhood, ∆ = {z = 0} and the

operator (π2)∗ is the integration with respect to the x-variable.

Since the support of π∗(ddcuθ ∧ ωk−1X̂
) is away from ∆, it is enough to estimate the C1-norm of

π∗(ddcuθ ∧ ωk−1X̂
) in a sector S of the form ∣z1∣ < ε and ∣zj ∣ < 2∣z1∣ where z = (z1,⋯, zk). Here, for

simplicity, we just take ε = 1. We apply the same arguments to other sectors.

The following is a slight modification of [22, Lemma 2.4.1]. We again make a change of vari-

ables w1 = z1 and wj = zj/z1 for j ≥ 2 so that (x,w1,w2,⋯,wk) becomes the natural coordinates

of π−1(S) ⊂ X̂ ×X and ∆̂ = {w1 = 0}.
As in the proof of [22, Lemma 2.4.1], the support of ddcuθ sits inside {c1∣θ∣ ≤ ∣w1∣} for some

constant c1 > 0 independent of θ. As previously, with respect to the coordinates (x,w), the

function u can be written as u = log ∣w1∣ + ψ for a smooth function ψ of x and w. Then, we have

ddcuθ = ddc[χθ(u)] = χ′′θ (u)d(log ∣w1∣ + ψ) ∧ dc(log ∣w1∣ + ψ) + χ′θ(u)ddc(log ∣w1∣ + ψ).
Observe that π∗(ddcuθ) is obtained from replacing w1,⋯,wk by z1, z2/z1,⋯, zk/z1. So, we have

π∗(ddcuθ) = χ′′θ (u)d(log ∣z1∣ +ψ(x, z1, z2/z1,⋯, zk/z1)) ∧ dc(log ∣z1∣ + ψ(x, z1, z2/z1,⋯, zk/z1))
+ χ′θ(u)ddc(log ∣z1∣ +ψ(x, z1, z2/z1,⋯, zk/z1)).

Also, each component of ωk−1
X̂

is of the form C(x,w)dxI ∧ dx̄J ∧ dwI ′ ∧ dw̄J ′ where C(x,w) is

a smooth function of x and w, and dxI ∧ dx̄J ∧ dwI ′ ∧ dw̄J ′ is the wedge product of dx1,⋯, dxk
and dw1,⋯, dwk of bidegree (k − 1, k − 1). Again, π∗(ωk−1X̂

) is obtained from replacing w1,⋯,wk
by z1, z2/z1,⋯, zk/z1. By direct computations, we have

d( yi − xi
y1 − x1

) = 1

y1 − x1
d(yi − xi) − yi − xi(y1 − x1)2 d(y1 − x1)

for each i = 2,⋯, k. After changing coordinates back to (x, y) from (x, z), each coefficient of

π∗(ωX̂
)k−1 is of the form (y1−x1)−l(y1−x1)−l′C ′(x, y1−x1, (y2−x2)/(y1−x1),⋯, (yk−xk)/(y1−x1))

where 0 ≤ l, l′ ≤ k−1 and C ′ is a smooth function of x, y1−x1, (y2−x2)/(y1−x1),⋯, (yk −xk)/(y1−
x1). The support of ddcuθ lies in {c1∣θ∣ ≤ ∣z1∣}. The C1-norm of each coefficient of π∗(ωX̂

)k−1
with respect to y is bounded by ∣θ∣−2k+1 up to a positive constant multiple independent of θ. The

proof of [22, Lemma 2.4.1] implies that the C1-norm of the coefficients of ddcuθ on its support is

bounded by ∣θ∣−3 up to a positive constant multiple independent of θ. So, we get

∥(π2)∗(π∗1(S) ∧ π∗(ddcuθ) ∧ π∗(ωX̂
)k−1))∥C1 ≲ ∣θ∣−(2k+2)∥S∥

where the inequality ≲ means ≤ up to a constant multiple independent of S and θ. �

Proof of Proposition 3.5. The first estimate is from the same argument used in [16, Theorem

1.1]. We consider the second inequality. Without loss of generality, we may assume that S

is a positive closed (p, p)-current on X. Notice that L
+
θ = L

m
X̂
∧ωk

X̂ + L
ddcuθ∧ω

k−1
X̂ and L

− =
L

m
X̂
∧ωk

X̂−L
α
X̂
∧ω̂k−1

. Hence, S±θ ’s are the sum of (k+2)-times compositions of L
m

X̂
∧ωk

X̂ , L
α
X̂
∧ωk−1

X̂

or L
ddcuθ∧ω

k−1
X̂ . The terms containing only either L

m
X̂
∧ωk

X̂ or L
α
X̂
∧ωk−1

X̂ are independent of θ. So,

the dominating part of the operator is (L ddcuθ∧ω
k−1
X̂ )○(k+2) and the previous lemma implies the

desired estimate. �

Lemma 3.7. Let S be a positive current of bidegree (p, p). There exists a constant c > 0 such that for

all θ with sufficiently small ∣θ∣, we have

∥L +
θ (S)∥ ≤ c(1 + ∣θ∣)∥S∥, ∥L −(S)∥ ≤ c∥S∥ and ∥Lθ(S)∥∗ ≤ c(2 + ∣θ∣)∥S∥
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where the constant c > 0 is independent of S and θ.

Proof. From Lemma 3.1, we get

⟨L +
θ (S), ωk−p⟩ = ⟨Lθ(S) +L

−(S), ωk−p⟩ = ⟨S,Lθ(ωk−p) +L
−(ωk−p)⟩ ≤ c′(1 + ∣θ∣)∥S∥

and

⟨L −(S), ωk−p⟩ = ⟨S,L −(ωk−p)⟩ ≤ c′′∥S∥.
for some c′ > 0 and c′′ > 0. Using the definition of the ∗-norm, we get the last inequality. �

Lemma 3.8. Let S1 and S2 are positive currents of bidegree (s1, s1) and (s2, s2) such that s1+s2 = k
and suppS1 ∩ suppS2 = ∅. Then, for all θ with sufficiently small ∣θ∣, we have

⟨S1,L θ(S2)⟩ = 0.
Proof. [22, Lemma 2.4.1] implies that the support of π∗((αX̂

+ ddcuθ) ∧ ωk−1X̂
) uniformly shirinks

to ∆ as θ → 0. �

Lemma 3.9. Let S1 and S2 are positive currents of bidegree (s1, s1) and (s2, s2) such that s1+s2 = k
and suppS1 ∩ suppS2 = ∅. Then, we have

∣⟨S1,L −(S2)⟩∣ ≲ dist(suppS1, suppS2)2−2k∥S1∥ ⋅ ∥S2∥.
The inequality ≲ means ≤ up to a constant multiple independent of S1 and S2.

Proof. The support of π∗1(S1)∧π∗2(S2) is away from ∆. On its support, Lemma 3.1 in [16] implies

that

∥π∗ωkX̂∥∞,suppπ∗1(S1)∧π∗2(S2) ≲ dist(suppS1, suppS2)2−2k.
Since S1 and S2 are positive, the mass of π∗1(S1) ∧ π∗2(S2) is bounded by ∥S1∥ ⋅ ∥S2∥. �

4. ANALYTIC (SUB)MULTIPLICATIVE COCYCLES

The notion of analytic (sub)multiplicative cocycles was first introduced by Favre [24], [25] and

further studied by Dinh [12] and Gignac [31].

Let Z be an irreducible compact complex space of dimension l, not necessarily smooth. Let

g ∶ Z → Z be an open holomorphic map.

Definition 4.1. [Definition 1.1 in [12]] A sequence {κn} of functions κn ∶ Z → (0,∞) for n ≥ 0

is said to be an analytic submultiplicative (resp., multiplicative) cocycle (with respect to g) if for all

m,n ≥ 0 and for all z ∈ Z,

(1) κn is upper-semicontinuous (usc for short) with respect to the Zariski topology on Z and

κn ≥ cnκ for some constant cκ > 0, and

(2) κm+n(z) ≤ κn(z) ⋅ κm(gn(z)) (resp., =).

Definition 4.2 (Introduction in [12]).

κ−n(z) ∶= max
w∈g−n(z)κn(w).

Observe that κ−n is usc in the Zariski sense. The following theorem is the key in this section.

Theorem 4.3. [Theorem 1.2 in [12]] The sequence {(κ−n)1/n} converges to a function κ− defined

over Z with the following properties: for all δ > infZ κ−, the set {κ− ≥ δ} is a proper analytic subset

of Z, invariant under g and contained in the orbit of {κn ≥ δn} for all n ≥ 0. In particular, κ− is usc

in the Zariski sense.
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The above notions and related properties work well on compact Kähler manifolds and so we

will adopt the settings used in [1]. From now on, we assume the hypotheses of Theorem 1.1.

Then, f is a finite-to-one map and by the open mapping theorem between complex spaces, f is

open.

4.1. Local multiplicity of fn. For each n ∈ N, define µn(x) to be the local multiplicity of fn

at x ∈ X. Then, {µn} is an analytic multiplicative cocycle with respect to f . By Theorem 4.3,

the limit function µ− with minX µ− = 1 exists for the sequence {µn}. Since X is compact and

µ− is usc in the Zariski sense, there exists a constant df > 0 such that df = maxX µ−. Since the

topological degree of the map f is dk, µ1(x) ≤ dk for all x ∈ X and therefore, by (2) of Definition

4.1, (µ−n(x))1/n ≤ dk and df ≤ dk.
If df > 1, then we define Eλ ∶= {µ− ≥ dfλ−1} for 1 ≤ λ < df .

4.2. Multiplicity of the analytic subset defined by the set of critical values of fn. For nota-

tional convenience, we denote ξ(x,ϕ) ∶= ν(x,ddc log ∣ϕ∣) for a point x ∈ X and a holomorphic

function ϕ ∶ X → C where ν(x,ddc log ∣ϕ∣) denotes the Lelong number of the current ddc log ∣ϕ∣ at

x ∈ X. Then, by the chain rule, we have ξ(x,Jfm+n) = ξ(x,Jfn)+ ξ(x,Jfm ○ fn) for any x ∈ X and

for any m,n ∈ N and also the following proposition:

Proposition 4.4 (See Remark 3 in [23]; for a sharper version, see also [35]). For any x ∈ X and

for any m,n ≥ 0, the following inequality holds:

ξ(x,Jfm ○ fn) ≤ (2k − 1 + 2ξ(x,Jfn)) ⋅ ξ(fn(x), Jfm).
For each n ∈ N, we define µ′n(x) ∶= 2k − 1 + 2ξ(x,Jfn) on X, where Jfn denotes the Jacobian

determinant of fn. Then, the above proposition implies that {µ′n} is an analytic submultiplicative

cocycle with respect to f (see Section 3 in [26]). Hence, by Theorem 4.3, the limit function µ′−
exists for {µ′n}. We have minX µ

′
− = 1. Since µ′− is usc in the Zariski sense, there exists a constant

d′f > 0 such that d′f =maxX µ
′
−.

If d′f > 1, we define E′λ′ ∶= {µ′− ≥ d′f(λ′)−1} for 1 ≤ λ′ < d′f . The sets Eλ and E′λ′ are proper

analytic subsets of X invariant under f .

Lemma 4.5 (Lemma 2.6 in [1]). Assume that df , d
′
f > 1. Let Eλ and E′λ′ be defined for λ and λ′

with 1 < λ < df and 1 < λ′ < d′f , respectively. Let E ∶= Eλ ∪E′λ′ . Then, E is invariant under f and

there exists nE ∈ N such that for every m ∈ N,

(1) µ−nEm(x) < (dfλ )
nEm

for x ∈ ΨnEm ∖E;

(2) multixΨnEm = ν(x, [ΨnEm]) < cΨnEm((dfλ )
k d′f

λ′
)
nEm

for x ∈ ΨnEm ∖E,

where cΨ denotes the number of the irreducible components in the hypersurface Ψ1 of the critical

values of f .

5. HÖLDER CONTINUITY

In this section, we collect the Hölder continuity properties of some functions and some super-

potentials which will be used to prove Theorem 1.1.

Definition 5.1. Let K and α be positive constants. Let U be an open subset of X. A continuous map

g ∶X → R is said to be (K,α)-Hölder continuous on U if for every x, y ∈ U , we have

∣g(x) − g(y)∣ ≤Kdist(x, y)α.
Let X and f ∶ X →X be as in Theorem 1.1. Let E be an analytic subset invariant under f and

δ > 1 a real number such that µ−1 < δ on X ∖E. As a corollary to [21, Proposition 4.2], we obtain
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Corollary 5.2 (Corollary 4.4 in [21]). There are an integer NE and a constant cE ≥ 1 such that if

0 < t < 1 is a constant and if x, y are two points in X with dist(x,E) > t and dist(y,E) > t, then we

can write

f−1(x) = {x1, ..., xdk} and f−1(y) = {y1, ..., ydk}
with dist(xi, yi) ≤ cEt−NEdist(x, y)1/δ .

Let ωf be a smooth closed (1,1)-form in {f∗(ω)}. Then, there exists a q-psh function uf ∶ X →

R such that f∗(ω) − ωf = ddcuf . The function uf is unique up to a constant. By adding a proper

constant, we may assume that uf < −1. We can investigate the Hölder continuity property of uf
outside the set E.

Lemma 5.3. Assume that s > 0 be a sufficiently small real number. Then, uf is (cfs−NE , δ−1)-Hölder

continuous on X ∖Es for some cf > 0 independent of s where NE is a constant in Corollary 5.2.

Lemma 5.4. Let g ∶ X → R be a continuous function. Let K, α and θ be positive real numbers.

Assume that ∣θ∣ be sufficiently small. Let W1 and W2 be two neighborhoods of E such that W2 ⋐W1

and (W c
1)θ ⊂ W c

2 . Assume that g is (K,α)-Hölder continuous on W c
2 . Then, there exists a smooth

function g̃ defined in a neighborhood of W c
1 to R such that

∥g̃∥C2,W c
1
≤ cθ−2(k+1) and ∥g − g̃∥∞,W c

1
≤ cKθα

where the constant c > 0 is independent of K, α, θ, W1 and W2.

Proof. We first consider the following local case. Denote by B and B′ two balls in a cooridnate

chart with center at 0 and of radii 1 and 2, respectively. Let K, α and θ be positive real numbers.

Let E ⊂ C
k be an analytic subset, and V and W two open neighborhoods of E such that W c ⊂

(W c)θ ⊂ V c and that B∖W ≠ ∅ in order to avoid triviality. Let g ∶ B′ → R be a continuous function

which is (K,α)-Hölder continuous on B′ ∖ V .

Let greg denote the restriction to the set B∖W of the standard regularization by convolution of

g. Then, greg ∶ B ∖W → R becomes a desired smooth function. More precisely, let ψ ∶ Ck → R be a

smooth function such that suppψ ⋐ {∣z∣ < 1}, ψ(z) ≥ 0 for all z ∈ Ck, ψ(z) = ψ(∣z∣), ψ is decreasing

in ∣z∣ and ∫Ck ψ(z)dλ(z) = 1 where λ denotes the standard Lebesgue measure on C
k. Then, greg is

defined by

greg(x) ∶= ∫
y∈Ck

g(x − y)∣θ∣−2kψ(y/θ)dλ(y)
Since the support of ψ(y/θ) sits inside {∣y∣ < ∣θ∣}, for any x ∈ B −W ,

∣g(x) − greg(x)∣ = ∣∫
y∈Ck
(g(x) − g(x − y))∣θ∣−2kψ(y/θ)dλ(y)∣

≤ ∫
y∈Ck
∣g(x) − g(x − y)∣∣θ∣−2kψ(y/θ)dλ(y)

≤ ∫
y∈Ck

K ∣y∣α∣θ∣−2kψ(y/θ)dλ(y) ≤ ∫
y∈Ck

K ∣θ∣α∣θ∣−2kψ(y/θ)dλ(y) ≤K ∣θ∣α
For the second argument, we use the change of variables. This is also standard.

greg(x) = ∫
y∈Ck

g(x − y)∣θ∣−2kψ(y/θ)dλ(y) = ∫
z∈Ck

g(z)∣θ∣−2kψ((x − z)/θ)dλ(z).
Since ψ is smooth, we have

∥greg∥C2 ≲ sup
B′
∣g∣ ⋅ ∣θ∣−2(k+1)∥ψ∥C2 .

Observe that the constants involved in the inequalites other than K, α, θ and supB′ ∣g∣ are some

constants related to ψ. So, for a fixed g ∶ B′ → R, we get the same inequalities for different K, α,

θ, V and W as long as W c ⊂ (W c)θ ⊂ V c holds and g is (K,α)-Hölder continuous on B′ ∖ V .
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Now, we consider the general case. At each point x0 ∈ X, we take an open neighborhood Ux0
and a coordinate chart φx0 ∶ Ux0 → C

k such that B′ ⊂ φx0(Ux0). This can be always achieved by

scaling φx0 . Then, we let Bx0 ∶= φ−1x0(B) and B′x0 ∶= φ−1x0(B′). Since X is compact, we can find a

finite cover (Bj)j=1,⋯,N out of (Bx0)x0∈X . Let (χj)j=1,⋯,N be a partition of unity subordinated to

the cover (Bj)j=1,⋯,N .

Notice that on each B′j, the Euclidean metric and the metric induced from X are equivalent.

So, there exists a constant cj > 1 such that c−1j dist(x, y) ≤ ∣x− y∣ ≤ cjdist(x, y) for x, y ∈ B′j . So, we

apply the above model case with θ replace by c−1j θi and with V =W2 ∩B
′
j and W =W1 ∩B

′
j and

denote by gi,j the resulting function greg on Bj . Then, the desired function gi is obtained by

gi =
N

∑
j=1

χjgi,j .

�

Now, we consider the Hölder continuity of some superpotentials. Since f is not just a holomor-

phic correspondence but a holomorphic map, f∗(α) is smooth whenever α is smooth. Hence, we

can apply the same argument in the proof Lemma 5.4.3 in [20] and we get the desired Hölder

continuity.

Lemma 5.5. Let 1 ≤ s ≤ k be an integer. The superpotential of f∗(ωs) − αf∗(ωs) admits Hölder

continuous superpotentials, where αf∗(ωs) is a real closed smooth (s, s)-form in {f∗(ωs)}.
Proof. We know that f∗(ω) admits Hölder continuous quasi-potentials. Then, by [22, Proposi-

tion 3.4.2], we have the Hölder continuity of superpotentials of [f∗(ω)]l. Then, since f∗(ωl) ≤[f∗(ω)]l, the domination principle in [15, Theorem 1.1] implies that the superpotential of f∗(ωl)
is Hölder continuous. �

6. PROOF OF THEOREM 1.1

Since E is invariant under f , without loss of generality, it suffices to prove the theorem with f

replaced by some power fNf of it. We first find E and then a good iterate fNf of f . For notational

convenience, we will write operators L ∶= d−1p f∗, Λ ∶= d−1p−1f∗ on Dp, Dk−p+1, respectively. Note

that since the set of indeterminacy is empty, (fn)∗ = (f∗)n. So, Ln(⋅) = d−np (fn)∗(⋅) on Dp.

Recall the two constants df and d′f associated with f introduced in Section 4. We first consider

the case of df > 1 and d′f > 1 and then other cases later.

6.1. df > 1 and d′f > 1. We define a non-negative integer ndyn such that

df ≤ ( ds

ds−1
)ndyn

for all 1 ≤ s ≤ p.
Let 1 ≤ p ≤ k be an integer such that dp−1 < dp. We denote d ∶= dp/dp−1.

We can find a sufficiently large N1 ∈ N so that for every n ≥ N1,

(40k2cΨn)8ndynk < dnf ,
where cΨ is the number of the irreducible components in the hypersurface Ψ1 of the critical values

of f as in Section 4.

Recall the definition of the dynamical degree. There exists a N2 ∈ N such that for every n ≥ N2,

⟨(fn)∗ωp, ωk−p⟩ ≤ (dp + 1

4
)n and ⟨(fn)∗ωk−p+1, ωp−1⟩ ≤ (dp−1 + 1

4
)n .
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Let cm > 0 be a constant such that for every integer 1 ≤ l ≤ k, −cm∥ϕ∥∞ωl ≤ ϕ ≤ cm∥ϕ∥∞ωl holds

for every smooth (l, l)-form ϕ. Then, if n ≥ N2, we have

⟨Ln(S), ωk−p⟩ = ⟨Ln(αS), ωk−p⟩ ≤ cm (5
4
)n ∥αS∥∞

for every current S ∈ Cp where αS is a smooth closed form in {S}. In the same way, if n ≥ N2

⟨Λn(R), ωp−1⟩ = ⟨Λn(αR), ωp−1⟩ ≤ cm (5
4
)n ∥αR∥∞

for every current R ∈ Ck−p+1 where αR is a smooth closed form in {R}.
Then, take N = N1 +N2 and we can choose 1 < λ < df such that

(40k2cΨN)(Nk)−1d1−(8ndynk
2)−1

f
< λ < df .

Further, we can also choose 1 < λ′ < d′f such that

1 < (df
λ
)k (d′f

λ′
) < (40k2cΨN)−N−1d(8ndynk)−1

f
< (40k2cΨN)−N−1d(8k)−1 .(6.1)

For such 1 < λ < df and 1 < λ′ < d′f , let E ∶= Eλ ∪ E′λ where Eλ ∶= {µ− ≥ dfλ−1} and E′λ′ ∶=

{µ′− ≥ d′f(λ′)−1} as in Section 4. For each j ∈ N and for δ = cΨnENj ((df
λ
)k d′f

λ′
)
nENj

, Lemma 4.5

implies

(1) µ−nENj(x) < (dfλ )
nENj

< δ for x ∈ ΨnENj ∖E;

(2) multixΨnENj = ν(x, [ΨnENj]) < cΨnENj ((dfλ )
k d′f

λ′
)
nENj

= δ for x ∈ ΨnENj ∖E,

where cΨ denotes the number of the irreducible components in the hypersurface Ψ1 of the critical

values of f .

We look into the relationship between δ and d which is a crucial condition for the proof. From

(6.1) and 40k2cΨN > 3, we get

40k2δ = (40k2cΨnENj)((df
λ
)k (d′f

λ′
))

nENj

< (40k2cΨN)nEj ((df
λ
)k (d′f

λ′
))

nENj

< dnENj(8k)−1 .

Hence, we take Nf = ndynnEN . Since E is invariant under f , it is invariant under fNf . We

replace f by fNf , λ by λNf and λ′ by (λ′)Nf . Also Ψ1 is replaced by ΨNf
, which will be denoted

by V . By the definition, the dynamical degree ds is replaced by d
Nf
s for 0 ≤ s ≤ k, and df and d′f

are replaced by d
Nf

f
and d′f

Nf . Then, we may assume that f ∶X →X satisfy Condition (M)

(1) µ−1(x) < δ for x ∈ V ∖E and

(2) multixV < δ for X ∈ V ∖E
where δ = cΨndynnEN (df

λ
)k (d′f

λ′
) . But note that we keep cΨ from the replacement, and that

ndyn, nE and N are unchanged. The number cΨndynnEN will play the role of an upper bound of

the number of irreducible components in ΨNf
. After the replacement, we have

(40k2δ)6k < d3/4(6.2)
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and the mass estimate as follows:

∥Ln(S)∥ ≤ cm (5
4
)Nfn ∥αS∥∞ and ∥Λn(R)∥ ≤ cm (5

4
)Nfn ∥αR∥∞(6.3)

for S ∈ Cp and for R ∈ Ck−p+1.

Now, we prove the statement of Theorem 1.1. Let S ∈ Cp be a current such that S has a smooth

representation in a neighborhood of E. Let ϕ be a smooth test form of bidegree (k−p, k−p). Our

goal is to show

∣⟨Ln(S) −Ln(αS), ϕ⟩∣ = ∣ULn(S−αS)(ddcϕ)∣ ≤ c∥ϕ∥C2ρn for all n ∈ N
for some constants c > 0 and 0 < ρ < 1 independent of ϕ. Similarly to cm, we can find a constant

c′m > 0 such that for any ϕ, c′m∥ϕ∥C2ωk−p+1 + ddcϕ is a positive form. We can write

ddcϕ = (c′m∥ϕ∥C2ωk−p+1 + ddcϕ) − c′m∥ϕ∥C2ωk−p+1.

So, we will estimate ULn(S−αS)(R) for smooth R ∈ D
0
k−p+1 such that R = R+ −R− where R± are

smooth currents in Ck−p+1 with ∥R±∥∞ ≤ 1.

To this end, we define some sequences (sn,i, εn,i, tn,i below) for computational purposes which

will be used in splitting X into three regions. Roughly speaking, the first region is a neighborhood

of a subset of V ∖E, the second one a neighborhood of E, and the last one the complement of the

two sets. The following two lemmas will be used to find an appropriate size of the neighborhood

of a subset of V ∖E and E.

Below was induced from a Lojasiewicz type inequality in [1]. See also [29] and [21]. It is

of local nature, and so it is valid in our case as well. Let αV be a closed smooth (1,1)-form

cohomologous to the current of integration [V ]. Then, we can find a unique q-psh function ϕV
overX such that supX ϕV = 0 and ddcϕV = [V ]−αV . LetEV = V ∩E. Then, from our construction,

for all x ∈ V ∖EV , multixV < δ from (2) of Condition (M).

Lemma 6.1 (See Lemma 3.3 in [1]). There are constants C,A > 0 such that for x ∈X,

δ log dist(x,V ) +C log dist(x,EV ) −A ≤ ϕV (x) ≤ log dist(x,V ) +A.
Lemma 6.2 (See Lemma 3.1 in [21]). There is a constant mf ≥ 1 such that for every subset A and

B of X,

dist(f−j(A), f−j(B)) ≥m−j
f
dist(A,B) for every j ≥ 0.

In particular, if f(B) ⊆ B,

dist(f−j(A),B) ≥m−j
f
dist(A,B) for every j ≥ 0.

For the moment, let ε > 0 be a sufficiently small positive real number so that ε < m−1f . Later,

this number will be precisely defined in terms of n. We define the following sequences of real

numbers and currents for n ∈ N and 1 ≤ i ≤ n.

● sn,i = εnCi,
● εn,i = εnC(4k+NE)(40k2δ)6ki , and

● tn,i = εn,i(10k)−1 ,

● Rn,0 = R and Rn,i ∶= (Λ(Rn,i−1))εn,i
.
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where the subscript means the regularization in Section 3. The constant C > 0 is from Lemma 6.1

and the constant NE is from Corollary 5.2. Then, following [20] and [1], we can expand

⟨ULn(S−αS),R⟩ = ⟨LULn−1(S−αS),R⟩ = d−1⟨ULn−1(S−αS),Λ(R)⟩
= d−1⟨ULn−1(S−αS),Λ(Rn,0) −Rn,1⟩ + d−1⟨ULn−1(S−αS),Rn,1⟩
= d−1⟨ULn−1(S−αS),Λ(Rn,0) −Rn,1⟩ + d−2⟨ULn−2(S−αS),Λ(Rn,1)⟩
= d−1⟨ULn−1(S−αS),Λ(Rn,0) −Rn,1⟩

+⋯+ d−i⟨ULn−i(S−αS),Λ(Rn,i−1) −Rn,i⟩
+⋯+ d−n⟨US−αS

,Λ(Rn,n−1) −Rn,n⟩ + d−n⟨US−αS
,Rn,n⟩

where the potentials are assumed to be the Green potentials. Here, the pairings in the above

make sense since the Green potentials are currents of order 0 and Λ(Rn,i)’s admit continuous

superpotentials for all n ∈ N and for all 1 ≤ i ≤ n as Rn,i’s have C1-coefficients. Since the operator

Λ and the regularizing operators are linear, we need to estimate

(1) d−i⟨ULn−i(S−αS),Λ(Rn,i−1)−Rn,i⟩ for smooth R ∈ Ck−p+1 with ∥R∥∞ ≤ 1 and for i = 1,⋯, n,

and

(2) d−n⟨US−αS
,Rn,n⟩ for smooth R ∈ D

0
k−p+1 such that R = R+ − R− where R± are smooth

currents in Ck−p+1 with ∥R±∥∞ ≤ 1.

Suppose that whenever ε > 0 is sufficiently small, then (1) ≲ ε and (2) ≲ ndn/4(− log ε) for all

integers n and i with 1 ≤ i ≤ n where the inequality is independent of n and i. (These estimates

of (1) and (2) will be proved in Section 7 and Section 8.) Then, from the expansion, we have

∣⟨ULn(S−αS),R⟩∣ ≲ 6nε + ndn/4(− log ε)
for all sufficiently small ε > 0. We take ε = d−n and let n→∞. Then, ρ = d1/8 proves the statement

for the case of df > 1 and d′f > 1.

6.2. df = 1 or d′f = 1. In these cases, we get either E = ∅ or E′ = ∅. We will consider only the

case of df = 1 and d′f = 1. For the other two cases can be easily deduced. It is enough to find a

good iterate fNf of f so that we can apply the previous argument. Let d ∶= dp/dp−1. Choose a

sufficiently large N1 ∈ N so that for every n ≥ N1, we have

(40k2cψn)8k < dn.
Then, as in the case of df > 1 and d′f > 1, we can find 1 < λ < d and 0 < λ′ < 1 so that

1 < (d
λ
)k ( 1

λ′
) < (40k2cψN1)−N−11 d(8k)−1 .

As in the case of df > 1 and d′f > 1, there exist constants cm > 0 and N2 ∈ N such that

⟨Ln(S), ωk−p⟩ ≤ cm (5
4
)n ∥αS∥∞ and ⟨Λn(R), ωp−1⟩ ≤ cm (5

4
)n ∥αR∥∞

for every n ≥ N2 where S ∈ Cp and R ∈ Ck−p+1 are currents, and αS and αR are smooth closed

forms in the same cohomology class as S and R, respectively. Let N = N1 +N2.

For such 1 < λ < d and 0 < λ′ < 1, as remarked in the above, we have E ∶= ∅ and the arguments

in Lemma 4.5 imply that for some large enough nE ∈ N, we have

(1) µ−nEN(x) < (dλ)
nEN

< δ for x ∈ ΨnEN ;

(2) multixΨnEN < cΨnEN ((dλ)
k 1

λ′
)
nEN

= δ for x ∈ ΨnEN ,
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where δ = cΨnEN ((d
λ
)k 1

λ′
)
nEN

and cΨ denotes the number of the irreducible components in

the hypersurface Ψ1 of the critical values of f . We replace f by fNf where Nf ∶= nEN . Then,

with these multiplicity conditions, our arguments in the case of df > 1 and d′f > 1 work in the

same way and give us the desired conclusion. Note that in this case, we have E = ∅, we only need

to compute on Wn,i,1 and Wn,i,3 and that every positive closed current of bidegree (p, p) satisfies

Theorem 1.1. ◻

We end this section with a lemma about some estimates related to the currents Rn,i, which

were not needed in the case of Pk due to the simplicity of its cohomology.

Lemma 6.3. Let Cm = 2cregcm (54)Nf
. Let R ∈ Ck−p+1 be a smooth current. Then, for all positive

integers n and i such that 1 ≤ i ≤ n, the current Rn,i can be expressed Rn,i = R+n,i −R−n,i where R±n,i
are smooth positive closed (k − p + 1, k − p + 1)-currents such that

(1) ∥R+n,i∥C1 + ∥R−n,i∥C1 ≤ ∥R∥C1(Cm)i ⎛⎝
i

∏
j=1

εn,j
⎞
⎠
−6k2

and

(2) ∥R+n,i∥ + ∥R−n,i∥ ≤ ∥R∥C1(Cm)i ⎛⎝
i−1

∏
j=1

εn,j
⎞
⎠
−6k2

.

Proof. We prove by induction. When i = 1, Then, Rn,1 = (Λ(R))+εn,1
− (Λ(R))+εn,1

. Proposition 3.5

and the estimates (6.3) prove it. So, we may assume that it is true for i − 1 with i ≥ 2. Denote by

rn,i = ∥R+n,i∥C1 + ∥R−n,i∥C1 . Then, from Section 3, we have

Rn,i = (Λ(R+n,i−1))+εn,i
+ (Λ(R−n,i−1))−εn,i

− (Λ(R+n,i−1))−εn,i
− (Λ(R−n,i−1))+εn,i

and define

R+n,i ∶= (Λ(R+n,i−1))+εn,i
+ (Λ(R−n,i−1))−εn,i

and R−n,i ∶= (Λ(R+n,i−1))−εn,i
+ (Λ(R−n,i−1))+εn,i

.

From Proposition 3.5 and the estimates (6.3), we have

∥(Λ(R±n,i−1))±εn,i
∥
C1
≤ cregε−6k2n,i ∥Λ(R±n,i−1)∥ ≤ cregcm (5

4
)Nf

ε−6k
2

n,i ∥R±n,i−1∥C1 ,

respectively and thus by the triangle inequality, we get

rn,i ≤ 2cregcm (5
4
)Nf

ε−6k
2

n,i rn,i−1.

For the mass estimate, we have

∥R+n,i∥ ≤ ∥(Λ(R+n,i−1))+εn,i
∥ + ∥(Λ(R−n,i−1))−εn,i

∥ ≤ creg(∥Λ(R+n,i−1)∥ + ∥Λ(R−n,i−1)∥)
≤ cregcm (5

4
)Nf

rn,i−1.

The same is true for R−n,i. So, we proved for i as desired. �

7. ESTIMATES OF d−i⟨ULn−i(S−αS),Λ(Rn,i−1) −Rn,i⟩
We start by constructing two sequences of cut-off functions playing the role of smoothing out

the boundary of the neighborhoods of E and a subset of V ∖ E, on each of which the currents

Ln−i(S − αS) and f∗(ωk−p+1) have different analytic properties.
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Lemma 7.1 (See Lemma 2.2.6 in [20]). Let χ ∶ R∪{−∞}→ R be a convex increasing function such

that χ′ is bounded. Then, for every DSH function ϕ, χ(ϕ) is DSH and

∥χ(ϕ)∥DSH ≲ 1 + ∥ϕ∥DSH.

In particular, inf ∥T −χ ∥ is bounded by ∥χ′∥∞ inf ∥T −∥, where T ±χ and T ± are positive closed currents

such that ddcχ(ϕ) = T +χ−T −χ and ddcϕ = T +−T − and inf is taken over such T −χ ’s and T −’s, respectively.

The following is a basic regularization lemma. We can get it through patching the locally

regularized functions on each coordinate chart by use of a partition of unity.

Lemma 7.2. Let E be the analytic subset as above. There are constants s0 > 0 and 0 < rE < 1

such that for all 0 < s ≤ s0, there exists a smooth function χEs ∶ X → R such that χEs ≡ 1 on

ErEs, suppχ
E
s ⋐ Es and ∥χEs ∥C2 ≲ 1/s2 where the inequality ≲ means ≤ up to a constant multiple

independent of s.

The following crucial lemma is induced from Lemma 6.1. The argument in [1, Lemma 7.3]

is of local nature and so it works in our case as well. This is one of the two places where the

multiplicity assumption comes to play. The other is the Hölder continuity of uf where uf is a

function such that f∗(ω) − ωf = ddcuf .

Lemma 7.3 (Lemma 7.3 in [1]). Let n and i be positive integers such that 1 ≤ i ≤ n. Let s, t be two

positive real numbers such that 1
2
rk+2E sn,i ≤ s ≤ 2sn,i and 1

2
tn,i ≤ t ≤ 2tn,i( 2

2δ+1 )k+2 for sn,i, tn,i with

sufficiently small ε > 0. Then, there is a function χs,t ∶ X → R with 0 ≤ χs,t ≤ 1, such that χs,t ≡ 1 on

Vt ∖Es, supp(χs,t) ⊆ Vt(δ+1/2)−1 ∖ErEs, and ∥χs,t∥DSH ≤ cχmax{1,9s−2}, where cχ > 0 is a constant

independent of s, t, and ε, i, n in the definition of sn,i, tn,i.

We define

χn,i,1 ∶= (1 − χEsn,i/rE)χsn,i,tn,i
, Wn,i,1 ∶= V

t
(δ+1/2)−1
n,i

∖Esn,i
,

χn,i,2 ∶= χEsn,i/rE , Wn,i,2 ∶= Esn,i/rE and

χn,i,3 ∶= 1 − χn,i,1 − χn,i,2 = (1 − χEsn,i/rE) (1 − χsn,i,tn,i
) , Wn,i,3 ∶=X ∖ (Vtn,i

∪Es) .
Then, we have

χn,i,1 ≡ 1 on Vtn,i
∖Esn,i/rE , supp(χn,i,1) ⊆Wn,i,1,

χn,i,2 ≡ 1 on Esn,i
, supp(χn,i,2) ⊆Wn,i,2 and

χn,i,3 ≡ 1 on X ∖ (V
t
(δ+1/2)−1
n,i

∪Es) , supp(χn,i,3) ⊆Wn,i,3

and we can write

d−i⟨ULn−i(S−αS),Λ(Rn,i−1) −Rn,i⟩ =
3

∑
j=1

d−i⟨χn,i,jULn−i(S−αS),Λ(Rn,i−1) −Rn,i⟩
each of which will be estimated below.

7.1. Estimate of d−i⟨χn,i,1ULn−i(S−αS),Λ(Rn,i−1) − Rn,i⟩ in Wn,i,1. In this region, we use the

Hölder continuity of quasi-potentials of f∗(ω).
For notational convenience, we will use the following notation throughout this subsection. Let

θ ∈ C be a constant. Later, θ will be chosen to be εn,i with sufficiently small ε. Let Θj be a smooth

positive closed (k, k)-form on X̂, which equals either (m∆̂ωX̂
+ddcuθ)∧ωk−1X̂

or (m∆̂ωX̂
−α∆̂)∧ωk−1X̂

for j = 1,⋯, k + 2 so that its associated positive closed semi-regular transform L
Θj of bidegree(0,0) coincides with either L

+
θ or L

− for j = 1,⋯, k + 2. Let χE,j ∶= χE( 1
2
rE)js in Lemma 7.2 for
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j = 1,⋯, k + 2. We also denote by L
m = L

Θ1 ○ ⋯ ○L
Θm for 0 ≤ m ≤ k + 2. Notice that L

m is

positive and closed, and that it may depend on θ.

Differently from [1], we cannot use the negativity of ULn−i(S−αS). See [7]. So, not only do we

need to estimate integrals of the form ⟨χn,i,1L Φ(S), f∗(ωk−p+1)⟩ and ⟨χn,i,1L uΦ(S), f∗(ωk−p+1)⟩,
but also those of the form ⟨χn,i,1L Φ(S),Lm(f∗(ωk−p+1))⟩ and ⟨χn,i,1L uΦ(S),Lm(f∗(ωk−p+1))⟩.
By the continuity of the (semi-)regular transformation and the superpotential of f∗(ωk−p+1), we

may assume that S is smooth positive and closed.

Since the proof of [20, Lemma 2.3.7] is of local nature, it gives the following.

Lemma 7.4. Let S ∈ Cp be a smooth current. For all sufficiently small t > 0, we have

∫
Vt

L
Φ(S) ∧L

m (ωk−p+1) ≲ ∥Φ∥∞∥Lm (ωk−p+1) ∥∞∥S∥t3/2.
The inequality ≲ means ≤ up to a constant multiple independent of t, θ, Φ and S.

The proof is similar to the proof of Lemma 2.3.7. But X is different from P
k in that X is not

homogeneous.

Proof. Here since S, ωk−p+1 and Φ are smooth and positive, we can write

∫
Vt

L
Φ(S) ∧L

m (ωk−p+1) ≤ ∥Φ∥∞∥Lm (ωk−p+1) ∥∞∫
Vt

L
ωk−1
X̂ (S) ∧ ωk−p+1

= ∥Φ∥∞∥Lm (ωk−p+1) ∥∞ ∫
y∈Vt
[∫

x∈X∖{y} π∗ (ωk−1X̂
) (x, y) ∧ S(x)] ∧ ωk−p+1(y)

Since X is compact, it is enough to prove the estimate in a coordinate neighborhood B ⊂ X.

So, we prove that

∫
y∈Vt∩B

[∫
x∈X∖{y} π∗ (ωk−1X̂

) (x, y) ∧ S(x)] ∧ ωk−p+1(y) ≲ t.
Let Bz(4t) denote the ball of radius 4t centered at some z ∈ V ∩ B. By shrinking B, we may

assume that Bz(4t) lies in the coordinate chart when t > 0 is sufficiently small. We estimate

∫
y∈Bz(4t)

[∫
x∈X∖{y} π∗ (ωk−1X̂

) (x, y) ∧ S(x)] ∧ ωk−p+1(y).
By the representation of a flat current in terms of a vector field and a Radon measure (or one

might think of it as a version of the Radon-Nikodym theorem), we may write it as

∫
x∈X
(∫

y∈Bz(4t)∖{y}
[ΨS(x) ⌟ π∗ (ωk−1X̂

) (x, y)] ∧ ωk−p+1(y))dµ(x).
Here, ΨS(y) is actually a (k − p)-vector field with ∥ΨS(y)∥∞ ≤ 1 and [ΨS(y) ⌟ π∗ (ωk−1

X̂
) (x, y)]

is actually a form in x smooth except y and the singularity is at most dist(x, y)2−2k and one

might think of µ as the trace measure of S. Hence, ∫X dµ can be bounded in terms of ∥S∥.
Since ∥ΨS(y)∥∞ ≤ 1 and ω

q

X̂
is smooth, the inner integral is bounded by a constant multiple of

[(∑∣I ∣=k−p eI(y)) ⌟ π∗ (ωk−1X̂
) (x, y)] (in Federer’s notation) and further bounded by the following

uniformly with respect to y.

∫
Bz(4t)

∣x∣2−2k (ddc∣x∣2)k ≲ t2.
So, the arguments using the Lelong number and the Abel transform in [20, Lemma 2.3.7] com-

plete the proof. �

Next, we modify [1, Proposition 7.6] to prove the following:
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Lemma 7.5. Let n and i be positive integers such that 1 ≤ i ≤ n. Let l be an integer such that

0 ≤ l ≤ k − p + 1. Let s, t be two positive real numbers such that 1
2
r
k−p−l+2
E

sn,i ≤ s ≤ 2sn,i and
1
2
tn,i ≤ t ≤ 2(tn,i)( 2

2δ+1 )k−p−l+2 with sufficiently small ε > 0. Then, we have

∣∫
Vt∖Es

L
Φ(S) ∧L

m(f∗(ω)l ∧ ωk−p−l+1)∣ ≲ ∥Lm (ωk−p+1) ∥∞∥Φ∥∞∥αS∥∞s−2(k+l)−NE tβl ,

where βl = (2(k + 1)(2δ + 1))−lδ−l. The inequality ≲ means ≤ up to a constant multiple independent

of n, i, s, t, θ, Φ, S and αS .

For this estimate, we need an auxiliary lemma. Lemma 5.3 and (1) of Condition (M) imply

that uf is Hölder continuous on X and that uf is (cfs−NE , δ−1)-Hölder continuous in X ∖Es.

Lemma 7.6. Under the assumptions of Lemma 7.5, for any 1 ≤ j ≤m, we have

∣∫ χs,tL
Φ(S) ∧L

Θ1(⋯L
Θj−2(L Θj−1((1 − χE,j−1)L Θj(χE,jL Θj+1(χE,j+1⋯

χE,m−1(L Θm(f∗(ω)l−1 ∧ ddc(χE,k+2uf) ∧ ωk−p−l+1))⋯))))⋯)∣ ≲ ∥Φ∥∞∥S∥s−2kt3/(2δ+1)
where χs,t is the cut-off function in Lemma 7.3. The inequality ≲ means ≤ up to a constant multiple

independent of n, i, s, t, θ, Φ and S.

Proof.

∫
X
χs,tL

Φ(S) ∧L
Θ1(⋯L

Θj−2(L Θj−1( (1 − χE,j−1)L Θj(χE,jL Θj+1(⋯
χE,m−1 (L Θm (f∗(ω)l−1 ∧ ddc (χE,k+2uf) ∧ ωk−p−l+1))⋯))))⋯)

= ∫
X
(1 − χE,j−1)L Θj−1(L Θj−2(⋯L

Θ1 (χs,tL Φ(S))⋯)) ∧L
Θj(χE,jL Θj+1(⋯

χE,m−1 (L Θm (f∗(ω)l−1 ∧ ddc (χE,k+2uf) ∧ ωk−p−l+1))⋯))
The currents (1 − χE,j−1)L Θj−1 (L Θj−2 (⋯L

Θ1 (χs,tL Φ(S))⋯)) and χE,jL Θj+1(⋯χE,m−1(L Θm

(f∗(ω)l−1 ∧ ddc (χE,k+2uf) ∧ ωk−p−l+1) )⋯) have disjoint support and the distance between them is

bounded below by (1
2
rE)k+2 s. Further, from Lemma 3.7 and Lemma 7.4, we see that the mass of

the current (1 − χE,j−1)L Θj−1 (L Θj−2 (⋯L
Θ1 (χs,tL Φ(S))⋯)) is bounded by ∥Φ∥∞∥S∥t3/(2δ+1)

up to a constant multiple independent of n, i, s, t, θ, Φ and S. Note that uf is Hölder continuous

and χE,k+2 is smooth on X. So, in the sense of currents, we may write

ddc (χE,k+2uf) = d (χE,k+2 + uf) ∧ dc (χE,k+2 + uf) − dχE,k+2 ∧ dcχE,k+2 − duf ∧ dcuf
+ ufdd

cχE,k+2 + χE,k+2ddcuf .

The first three terms are positive or negative currents and the last two terms can be written as a

difference of positive currents of mass under control. Using Stokes’ theorem, we have

∣∫
X
d (χE,k+2 + uf) ∧ dc (χE,k+2 + uf) ∧ ωk−1∣ = ∣∫

X
(χE,k+2 + uf) ∧ ddc (χE,k+2 + uf) ∧ ωk−1∣

≤ c(sup
X

∣uf ∣ + 1) (∥χE,k+2∥C2 + ∥f∗(ω)∥ + 1)
where c > 0 is a constant independent of n, i, s, t, θ, Φ and S. The second and third terms

can be treated in the same way. By Lemma 3.7, the current χE,jL j+1(⋯χE,m−1(L Θm(f∗(ω)l−1 ∧
ddc(χE,k+2uf) ∧ ωk−p−l+1))⋯) can be written as a finite sum of positive or negative currents, the

mass of each of which is bounded by s−2 up to a constant multiple independent of n, i, s, t, θ, Φ
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and S. By Lemma 3.8 and Lemma 3.9,

∣∫ χs,tL
Φ(S) ∧L

Θ1(⋯L
Θj−2(L Θj−1 i

¯
g((1 − χE,j−1)L j(χE,jL j+1(⋯

χE,m−1 (L Θm (f∗(ω)l−1 ∧ ddc (χE,k+2uf) ∧ ωk−p−l+1))⋯))))⋯)∣ ≲ ∥Φ∥∞∥S∥s−2kt3/(2δ+1)
The inequality ≲ means ≤ up to a constant multiple independent of n, i, s, t, θ, Φ and S. �

Proof of Lemma 7.5. Our proof is by induction. Observe that ∥S∥ = ∣⟨S,ωk−p⟩∣ = ∣⟨αS , ωk−p⟩∣ ≤
cm ∥αS∥∞ and therefore, Lemma 7.4 proves the case l = 0. So, we assume that the statement is

true for l − 1 with l ≥ 1. Let χs,t is the cut-off function in Lemma 7.3. Then, from the positivity of

the integrand, we have

∫
Vt∖Es

L
Φ(S) ∧L

m (f∗(ω)l ∧ ωk−p−l+1) ≤ ∫ χs,tL
Φ(S) ∧L

m (f∗(ω)l ∧ ωk−p−l+1)
= ∫ χs,tL

Φ(S) ∧L
m (f∗(ω)l−1 ∧ ωf ∧ ωk−p−l+1)(7.1)

+ ∫ χs,tL
Φ(S) ∧L

m (f∗(ω)l−1 ∧ ddcuf ∧ ωk−p−l+1) .(7.2)

Since ω is a Kähler form, the bound of the integral (7.1) is obtained from the induction hypothesis.

∣(7.1)∣ ≲ 2∥ωf∥∞ ∥Φ∥∞ ∥αS∥∞ (rEs)−2(k+l−1)−NE (t(δ+1/2)−1)βl−1 .
We only need to estimate the integral (7.2). This is the part that we should be careful when

compared to the works in [20] and [1]. We know that uf is (cf (rE (12rE)k+3 s)−NE

, δ−1)-
Hölder continuous on X ∖ E

rE( 12 rE)k+3s
from Lemma 5.3. For a sufficiently small γ > 0 so that

(X ∖E( 1
2
rE)k+3s)γ ∩ ErE( 12 rE)k+3s = ∅ with W1 = E( 1

2
rE)k+3s and W2 = ErE( 12 rE)k+3s, Lemma 5.4

implies that we can find a smooth function υ̃γ defined in a neighborhood X ∖E( 1
2
rE)k+3s such that

∥υ̃γ∥C2,X∖E
( 1
2
rE)

k+3
s

≤ cHγ−2(k+1) and ∥uf − υ̃γ∥∞,X∖E
( 1
2
rE)

k+3
s

≤ cHcf (rE (1
2
rE)k+3 s)

−NE

γδ
−1

where cH > 0 is the constant in Lemma 5.4 and is independent of s. We define

υγ = χE,k+2uf + (1 − χE,k+2) υ̃γ .
Then, (7.2) is equal to the sum

∫ χs,tL
Φ(S) ∧L

m (f∗(ω)l−1 ∧ ddcυγ ∧ ωk−p−l+1)(7.3)

+ ∫ χs,tL
Φ(S) ∧L

m (f∗(ω)l−1 ∧ ddc (uf − υγ) ∧ ωk−p−l+1) .(7.4)

The integral (7.3) is equal to the sum

∫ χs,tL
Φ(S) ∧L

m (f∗(ω)l−1 ∧ ddc (χE,k+2uf) ∧ ωk−p−l+1)(7.5)

+∫ χs,tL
Φ(S) ∧L

m (f∗(ω)l−1 ∧ ddc ((1 − χE,k+2) υ̃γ) ∧ ωk−p−l+1)(7.6)

We can write the integral (7.5) as below:

(7.5) =
m

∑
j=1
∫ χs,tL

Φ(S) ∧L
Θ1(⋯L

Θj−2(L Θj−1( (1 − χE,j−1)L Θj(χE,jL Θj+1(⋯
χE,m−1 (L Θm (f∗(ω)l−1 ∧ ddc (χE,k+2uf) ∧ ωk−p−l+1))⋯))))⋯).
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Notice that χE,mddc (χE,k+2uf) = ddc (χE,k+2uf) is used in the very last line. Then, Lemma 7.6

implies that

∣(7.5)∣ ≲ ∥Φ∥∞∥S∥s−2kt3/(2δ+1).
Since ∥υ̃γ∥C2,X∖E

( 1
2
rE)

k+3
s

≤ cHγ−2(k+1) and ∥χE,k+2∥
C2 ≲ s

−2, the induction hypothesis implies

∣(7.6)∣ ≲ γ−2(k+1)s−2 ⋅ ∥Φ∥∞ ∥αS∥∞ (rEs)−2(k+l−1)−NE (t(δ+1/2)−1)βl−1
and therefore, we get

∣(7.3)∣ ≲ ∥Φ∥∞ ∥αS∥∞ γ−2(k+1)s−2(k+l)−NE (t(δ+1/2)−1)βl−1

Since L
m is closed, we have

(7.4) = ∫ ddcχs,t ∧L
Φ(S) ∧L

m ((uf − υγ)f∗(ω)l−1 ∧ ωk−p−l+1) .
Observe that

uf − υγ = (1 − χE,k+2) (uf − υ̃γ) and ∥uf − υ̃γ∥∞,X∖E
( 1
2
rE)

k+3
s

≲ s−NEγδ
−1
.

Since ∥χs,t∥DSH ≲ s
−2, we can find two positive closed (1,1)-currents ϑ±s,t such that ϑ+s,t − ϑ

−
s,t =

ddcχs,t and ∥ϑ±s,t∥ ≲ s−2. Hence, since ϑ±s,t, Φ, S, f∗(ω), ω are all positive and closed, a cohomo-

logical argument gives us

∣(7.4)∣ ≤ 2 ∥uf − υγ∥∞ ∥Φ∥∞ (∫ ϑ+s,t ∧L
ωk−1
X̂ (S) ∧L

m (f∗(ω)l−1 ∧ ωk−p−l+1))
= 2 ∥uf − υγ∥∞ ∥Φ∥∞ (∫ ϑ+s,t ∧L

ωk−1
X̂ (αS) ∧L

m (ωl−1f ∧ ω
k−p−l+1))

= 2 ∥uf − υγ∥∞ ∥Φ∥∞ ∥αS∥∞ ∥ωf∥l−1 (∫ ϑ+s,t ∧L
ωk−1
X̂ (ωp) ∧L

m (ωk−p))
≲ 2s−NEγδ

−1∥Φ∥∞ ∥αS∥∞ ∥ωf∥l−1 s−2 ≲ ∥Φ∥∞ ∥αS∥∞ γδ−1s−2−NE .

We take γ = t(2(k+1)(2δ+1))−lδ−(l−1) . Then, from the above, we have

∣(7.3)∣ ≲ ∥Φ∥∞ ∥αS∥∞ γ−2(k+1)s−2(k+l)−NE (t(δ+1/2)−1)βl−1
≲ ∥Φ∥∞ ∥αS∥∞ s−2(k+l)−NE t

−2(k+1)
(2(k+1)(2δ+1))lδl−1 +

1

(2(k+1)(2δ+1))l−1δl−1(δ+1/2) ≤ ∥Φ∥∞ ∥αS∥∞ s−2(k+l)−NE tβl

and

∣(7.4)∣ ≲ ∥Φ∥ ∥αS∥∞ s−NEγδ
−1
s−2 ≲ ∥Φ∥ ∥αS∥∞ s−2−NE t

1

(2(k+1)(2δ+1))lδl ≤ ∥Φ∥∞ ∥αS∥∞ s−2−NE tβl .

Combining these two gives the estimate of (7.2), which proves the desired statement for l. �

Remark 7.7. In the above proof, from the relationship between sn,i and tn,i, our choice of γ satisfies

the desired smallness for the argument if ε > 0 is sufficiently small. So, our proof works.

We consider ⟨χn,i,1L uΦ(S),L m (f∗ (ωk−p+1))⟩. Recall the definition of uτ in the beginning of

Section 3. For all τ ∈ C ∖ {0} with sufficiently small ∣τ ∣ < 1, we have

(log ∣τ ∣ − 1) + (u − uτ) ≤ u ≤ 0
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and therefore,

(log ∣τ ∣ − 1)L Φ(S) +L
(u−uτ )Φ(S) ≤L

uΦ(S) ≤ 0 and

(log ∣τ ∣ − 1) ⟨χsn,i,tn,i
L

Φ(S),Lm (f∗ (ωk−p+1))⟩ + ⟨χsn,i,tn,i
L
(u−uτ )Φ(S),Lm (f∗ (ωk−p+1))⟩

≤ ⟨χsn,i,tn,i
L

uΦ(S),Lm (f∗ (ωk−p+1))⟩ ≤ 0
(7.7)

The first term containing (log ∣τ ∣ − 1)L Φ(S) can be deduced from the previous estimate and

u − uτ is also negative and has support in a small neighborhood of ∆̂. The estimate about the

second term is essentially the same as Lemma 2.3.9 and Lemma 2.3.10 in [20].

Lemma 7.8. We have

∣⟨L (u−uτ )Φ(S),L m (ωk−p+1)⟩∣ ≲ ∥Lm (ωk−p+1)∥
∞
∥Φ∥∞∥S∥∣τ ∣1/2

The inequality ≲ means ≤ up to a positive constant multiple independent of θ, S and τ .

Proof. From the negativity of L
(u−uτ )Φ(S), we have

∣⟨L (u−uτ )Φ(S),L m (ωk−p+1)⟩∣ ≲ ∥Lm (ωk−p+1)∥
∞
∣⟨L (u−uτ )Φ(S), ωk−p+1⟩∣

Since ωk−p+1 is smooth, so we have

⟨L (u−uτ )Φ(S), ωk−p+1⟩ = ∫
X×X∖∆

π∗[(u − uτ)Φ] ∧ π∗1(S) ∧ π∗2 (ωk−p+1) .
Since we will not use the closedness, by disintegration as in Lemma 7.4, we can write it as

∫
y∈X
[∫

x∈X∖{y}ΨS(y) ⌟ [(u − uτ)Φ](x, y) ∧ ωk−p+1(x)] dµ(y)
in terms of Federer’s notation. Note that the form ΨS(y) ⌟ [π∗[(u − uτ )Φ]] has a singularity of

−∥Φ∥∞dist(x, y)2−2k log dist(x, y) and its support lies inside a ball with center at y and of radius

cτ where c > 0 is a uniform constant independent of τ and one might think of µ as the trace

measure of S. Hence, ∫X dµ can be bounded in terms of ∥S∥. Since ∥ΨS∥ ≤ 1, the integrand

∫x∈X∖{y}ΨS(y) ⌟ [π∗[(u − uτ)Φ]] ∧ π∗2 (ωk−p+1) is bounded by a uniform constant multiple of

τ1/2∥Φ∥∞. So, it is proved. �

Lemma 7.9. For every integer l with 0 ≤ l ≤ k − p + 1, we have

∣∫ L
(u−uτ )Φ(S) ∧L

m (f∗(ω)l ∧ ωk−p−l+1)∣ ≲ ∥Lm (ωk−p+1)∥
∞
∥Φ∥∞ ∥αS∥∞ ∣τ ∣

1

2(4kdk)l

The inequality ≲ means ≤ up to a positive constant multiple independent of θ, S, αS and τ .

Proof. We prove it by induction. We have ∥S∥ = ∣⟨S,ωk−p⟩∣ = ∣⟨αS , ωk−p⟩∣ ≤ cm ∥αS∥∞ The previous

lemma corresponds to the case of l = 0. Assume that it is true for l − 1.

∫ L
(u−uτ )Φ(S) ∧L

m (f∗(ω)l ∧ ωk−p−l+1)
= ∫ L

(u−uτ )Φ(S) ∧L
m (f∗(ω)l−1 ∧ ωf ∧ ωk−p−l+1)(7.8)

+∫ L
(u−uτ )Φ(S) ∧L

m (f∗(ω)l−1 ∧ ddcuf ∧ ωk−p−l+1) .(7.9)

The estimate of (7.8) comes from the induction hypothesis. Since uf is (K,d−1k )-Hölder con-

tinuous on X for some K > 0, we can use Lemma 5.4 to find a smooth function υγ such that
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∥uf − υγ∥∞ ≤Kγ1/dk and ∥υγ∥C∞ ≲K ∣γ∣−2(k+1) where γ = ∣τ ∣ 1

2(4k)ldl−1
k . Then, since L

m is closed,

(7.9) = ∫
X̂×X
(u − uτ)Φ ∧Π∗1(S) ∧Π∗2 (Lm (f∗(ω)l−1 ∧ ddcuf ∧ ωk−p−l+1))

= ∫
X̂×X
(u − uτ)Φ ∧Π∗1(S) ∧ ddcΠ∗2 (Lm ((uf − υγ)f∗(ω)l−1 ∧ ωk−p−l+1))(7.10)

+ ∫
X̂×X
(u − uτ)Φ ∧Π∗1(S) ∧Π∗2 (Lm (f∗(ω)l−1 ∧ ddc(υγ) ∧ ωk−p−l+1))(7.11)

Since the ∗-norm of ddc(u − uτ) is uniformly bounded independently of τ , we use cohomological

arguments to get an estimate of (7.10) as follows:

∣(7.10)∣ = ∣∫
X̂×X

ddc(u − uτ) ∧Φ ∧Π∗1(S) ∧Π∗2 (Lm ((uf − υγ)f∗(ω)l−1 ∧ ωk−p−l+1))∣
≤ ∣∫

X̂×X
(m∆̂ωX̂

+ ddcu) ∧Φ ∧Π∗1(S) ∧Π∗2 (Lm ((uf − υγ)f∗(ω)l−1 ∧ ωk−p−l+1))∣
+ ∣∫

X̂×X
(m∆̂ωX̂

+ ddcuτ) ∧Φ ∧Π∗1(S) ∧Π∗2 (Lm ((uf − υγ) f∗(ω)l−1 ∧ ωk−p−l+1))∣
≤ 2∥uf − υγ∥∞ ∣∫

X̂×X
m∆̂ωX̂

∧Φ ∧Π∗1(S) ∧Π∗2 (Lm (f∗(ω)l−1 ∧ ωk−p−l+1))∣
= 2∥uf − υγ∥∞ ∣∫

X̂×X
m∆̂ωX̂

∧Φ ∧Π∗1 (αS) ∧Π∗2 (Lm (ωl−1f ∧ ω
k−p−l+1))∣

≲ 2∥uf − υγ∥∞∥Φ∥∞ ∥αS∥∞ ∥ωf∥l−1∞ ∣∫X̂×X m∆̂ωX̂
∧ ωk−1

X̂
∧Π∗1 (ωp) ∧Π∗2 (Lm (ωk−p))∣

≲ ∥uf − υγ∥∞∥Φ∥∞ ∥αS∥∞ ∥Lm(ωk−p+1)∥ ≲ γ1/dk∥Φ∥∞ ∥αS∥∞ = ∥Φ∥∞ ∥αS∥∞ ∣τ ∣
1

2(4kdk)l .

The currents S, f∗(ω) and ω are all positive and u − uτ ≤ 0. So, the induction hypothesis gives

∣(7.11)∣ ≲ ∥υγ∥C2 ∣∫
X̂×X
(u − uτ)Φ ∧Π∗1(S) ∧Π∗2 (Lm (f∗(ω)l−1 ∧ ωk−p−l+2))∣

≲ ∣γ∣−2(k+1) ∥Lm (ωk−p+1)∥
∞
∥Φ∥∞ ∥αS∥∞ ∣τ ∣

1

2(4kdk)l−1

= ∥Lm(ωk−p+1)∥∞∥Φ∥∞ ∥αS∥∞ ∣τ ∣
−2(k+1)

2(4k)ldl−1
k

+ 1

2(4kdk)l−1

= ∥Lm(ωk−p+1)∥∞∥Φ∥∞ ∥αS∥∞ ∣τ ∣
2(k−1)

2(4k)ld(l−1)
k < ∥Lm(ωk−p+1)∥∞∥Φ∥∞ ∥αS∥∞ ∣τ ∣

1

2(4kdk)l

�

The current L
uΦ(S) is negative and the current L

m(f∗(ωk−p+1)) is positive. If we take l =
k − p + 1 and τ = e1−t

−βk−p+2/2
n,i , then the inequality (7.7), Lemma 7.5 and Lemma 7.9 give us

0 ≥ ⟨χn,i,1L uΦ(S),Lm (f∗ (ωk−p+1))⟩ ≥ ⟨χsn,i,tn,i
L

uΦ(S),Lm (f∗(ω)k−p+1)⟩
≥ −
⎛⎜⎜⎝
t
−βk−p+2/2
n,i ⋅ s−4k−NE (t(δ+1/2)−1n,i )βk−p+1 + e

1−t
−βk−p+2/2
n,i

2(4kdk)k−p+1
⎞⎟⎟⎠
∥Lm(ωk−p+1)∥∞∥Φ∥∞ ∥αS∥∞

≳ −

⎛⎜⎝s
−4k−NE t

βk−p+2
n,i +

2(4kdk)k−p+1
t
−βk−p+2/2
n,i − 1

⎞⎟⎠∥L
m(ωk−p+1)∥∞∥Φ∥∞ ∥αS∥∞

≳ −s
−4k−NE

n,i t
βk+1/2
n,i ∥Lm(ωk−p+1)∥∞∥Φ∥∞ ∥αS∥∞

if ε > 0 is sufficiently small. So, we get
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Lemma 7.10. Let n and i be positive integers such that 1 ≤ i ≤ n. Then, for all sufficiently small

ε > 0, we have

∣⟨χn,i,1L uΦ(S),Lm(f∗(ωk−p+1))⟩∣ ≲ ∥Lm(ωk−p+1)∥∞∥Φ∥∞ ∥αS∥∞ s−4k−NE

n,i t
βk+1/2
n,i

where βk+1 = (2(k + 1)(2δ + 1))−(k+1)δ−(k+1) and the inequality ≲ means ≤ up to a positive constant

multiple independent of n, i, θ, S and αS .

Now, we are ready to estimate d−i⟨χn,i,1ULn−i(S−αS),Λ(Rn,i−1) −Rn,i⟩. Recall Lemma 6.3. We

have Rn,i = (Λ(R+n,i−1))+εn,i
+(Λ(R−n,i−1))−εn,i

−(Λ(R+n,i−1))−εn,i
−(Λ(R−n,i−1))+εn,i

for i ≥ 2. When i = 1,

we simply remove terms containing R−n,0. Due to Proposition 2.7, the Green potential kernel can

be written as LK = LK+ − LK−. Therefore, ∣⟨χn,i,1ULn−i(S−αS),Λ(Rn,i−1) − Rn,i⟩∣ is bounded

by the sum of ∣⟨χn,i,1LK±(Ln−i(S)),Λ(R±n,i−1)⟩∣ and ∣⟨χn,i,1LK±(Ln−i(S)), (Λ(R±n,i−1))±εn,i
⟩∣. The

formsK± are negative and the currentLn−i(S) is positive. When i ≥ 2, each term can be estimated

by Lemma 7.5, Lemma 7.10 and Lemma 6.3 as below:

∣⟨χn,i,1LK+ (Ln−i(S)) ,Λ (R+n,i−1)⟩∣ = ∣⟨χn,i,1L u(η+mKω
k−1
X̂
)−mKω

k−1
X̂ (Ln−i(S)) ,Λ (R+n,i−1)⟩∣

≲ ∥R+n,i−1∥∞ (∥η∥∞ +mK) ∣⟨χn,i,1 (L uωk−1
X̂ (Ln−i(S)) +L

ωk−1
X̂ (Ln−i(S))) ,Λ (ωk−p+1)⟩∣

≲ ∥R+n,i−1∥∞ ∣⟨χn,i,1 (L uωk−1
X̂ (Ln−i(S)) +L

ωk−1
X̂ (Ln−i(S))) , f∗(ω)k−p+1⟩∣

≲ ∥R+n,i−1∥∞ ∥Ln−i(αS)∥∞s−4k−NE

n,i t
βk+1/2
n,i

≲ ∥R∥C1(Cm)i−1 ⎛⎝
i−1

∏
j=1

εn,j
⎞
⎠
−6k2

(1 + ∥f∥C1)kn∥αS∥∞s−4k−NE

n,i t
βk+1/2
n,i

≲ (Cm(1 + ∥f∥C1)k)n ε−12k2n,i−1 s
−4k−NE

n,i t
βk+1/2
n,i

≲ (Cm(1 + ∥f∥C1)k)n εnC(4k+NE)[(40k2δ)6k(i−1)( (40k2δ)6k
20k(2(k+1)(2δ+1)δ)k+1 −12k

2)−i]

≤ (Cm(1 + ∥f∥C1)k)n εnC(4k+NE)[(40k2δ)6k(i−1)((40k2δ)3k−12k2)−i] < ε
for all sufficiently small ε > 0. For i = 1, it can be done in the same way. Since the operation(⋅)+εn,i

is the (k+2)-times compositions of either L
+
θ or L

−, and the real numbers εn,i and tn,i are

sufficiently small compared to sn,i when ε > 0 is small enough, we get

∣⟨χn,i,1LK+ (Ln−i(S)) , (Λ (R+n,i−1))+εn,i
⟩∣ ≲ ∥R+n,i−1∥∞ ∣⟨χn,i,1LK+ (Ln−i(S)) , (Λ (ωk−p+1))+

εn,i
⟩∣

≲ ∥R+n,i−1∥∞ ∣⟨χn,i,1LK+ (Ln−i(S)) , (f∗(ω)k−p+1)+εn,i
⟩∣ < ε.

in the same way as previously. All other terms can be computed in the same way. For the terms

containing αS , we can apply the same argument as well. Hence, we have

∣⟨χn,i,1LK± (Ln−i(S)) ,Λ (R±n,i−1)⟩∣ , ∣⟨χn,i,1LK± (Ln−i(S)) , (Λ (R±n,i−1))±εn,i
⟩∣ ≲ ε

for all positive integers n and i such that 1 ≤ i ≤ n and for all sufficiently small ε > 0. Here, the

inequality ≲ means ≤ up to a positive constant multiple independent of n, i and S.

Lemma 7.11. For all n and i be positive integers such that 1 ≤ i ≤ n and for all sufficiently small

ε > 0, we have

∣⟨χn,i,1ULn−i(S−αS),Λ(Rn,i−1) −Rn,i⟩∣ ≲ ε.
Here, the inequality ≲ means ≤ up to a positive constant multiple independent of n, i and S.
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7.2. Estimate of d−i⟨χn,i,2ULn−i(S−αS),Λ(Rn,i−1) −Rn,i⟩ in Wn,i,2. We will use the property that

in Wn,i,2, L
n−i(S) is smooth.

Lemma 7.12. Assume that S ∈ Dp is smooth in Es/r3
E

for s > 0. Let Φ be a smooth positive closed

current of bidegree (k − 1, k − 1) on X. The currents χEs L
uΦ(S) and χEs L

Φ(S) is C1. Furthermore,

∥χEs L
uΦ(S)∥C1 ≲ s1−2k(∥S∥∞,E

s/r2
E

+ ∥S∥∗)∥Φ∥C1 and

∥χEs L
Φ(S)∥C1 ≲ s1−2k(∥S∥∞,E

s/r2
E

+ ∥S∥∗)∥Φ∥C1 .

Here, the inequality ≲ means ≤ up to a constant multiple independent of s, S and Φ.

Proof. The same proof works for both. So, we only consider χEs L
uΦ(S). We have

χEs L
uΦ(S) = χEs L

uΦ (χE
s/r2

E
S) + χEs L

uΦ ((1 − χE
s/r2

E
)S)

As in [22, Section 2.3], π∗(uΦ) is smooth outside ∆ and its gradient satisfies ∣∇π∗(uΦ)∣ ≲∥Φ∥C1(dist(⋅,∆))1−2k . Hence, we have

∥χEs L
uΦ (χE

s/r2
E
S)∥

C1
≤ 2 ∥χEs ∥C1 ∥L uΦ (χE

s/r2
E
S)∥

C1

≲ ∥χEs ∥C2 ∥χEs/r2
E
S∥
∞
∥Φ∥C1 ≤ s−2∥S∥∞,E

s/r2
E

∥Φ∥C1

Let ϕ be a smooth test form on X. Then, we have

⟨χEs L
uΦ ((1 − χE

s/r2
E
)S) , ϕ⟩ = ⟨L uΦ ((1 − χE

s/r2
E
)S) , χEs ϕ⟩

= ∫
X
χEs [∫

X∖{z} π∗(uΦ)(z, ξ) ∧ ((1 − χEs/r2E)S) (ξ)] ∧ϕ.
Since dist(suppχEs , supp(1 − χEs/r2

E

)) ≥ (r−1E − 1) s, again according to [22, Section 2.3], we see

that the current χEs [∫
X∖{z} π∗(uΦ)(z, ξ) ∧ ((1 − χEs/r2E)S) (ξ)] is smooth and

∥χEs [∫
X∖{z} π∗(uΦ)(z, ξ) ∧ ((1 − χEs/r2E)S) (ξ)]∥C1

≲ s1−2k ∥S∥∗ ∥Φ∥C1 .

�

Lemma 7.13. Let R̃ ∈ Dk−p+1. Under the hypotheses in Lemma 7.12, for a sufficiently small θ > 0,

∣⟨χEs L
uΦ(S), R̃ − (R̃)θ⟩∣ ≲ s1−2kθ∥S∥∞,E

s/r2
E

∥R̃∥∗∥Φ∥C1 and

∣⟨χEs L
Φ(S), R̃ − (R̃)θ⟩∣ ≲ s1−2kθ∥S∥∞,E

s/r2
E

∥R̃∥∗∥Φ∥C1 .

Here, the inequality ≲ means ≤ up to a constant multiple independent of s, S, θ and Φ.

Proof. As previously, we consider the first estimate. The same applies to the second. We have

⟨χEs L
uΦ(S), R̃ − (R̃)θ⟩ = ⟨χEs L

uΦ(S) − (χEs L
uΦ(S))

θ
, R̃⟩.

Lemma 7.12 implies that χEs L uΦ(S) is a form with C1 coefficients and Lemma 3.1 implies

∥χEs L
uΦ(S) − (χEs L

uΦ(S))
θ
∥
∞
≲ s1−2kθ(∥S∥∞,E

s/r2
E

+ ∥S∥∗)∥Φ∥C1 .

Hence, we get the estimate. �

Corollary 7.14. Assume that S be as in Theorem 1.1. For all sufficiently small ε > 0, we have

∣⟨χn,i,2ULn−i(S−αS),Λ(Rn,i−1) −Rn,i⟩∣ < (∥S∥∞,Es0
+ ∥αS∥∞))ε.

Here, the inequality ≲ means ≤ up to a positive constant multiple independent of n, i and S.
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Proof. Notice that ULn−i(S−αS) is the difference of L
K+ (Ln−i(S −αS)) − L

K− (Ln−i(S −αS))
where K+ = u(η +mKω

k−1
X̂
) − (mKω

k−1
X̂
) and K− = u(mKω

k−1
X̂
) − (δ

X̂
+mKω

k−1
X̂
). From Lemma

7.13 and Lemma 6.3, we get

∣⟨χn,i,2ULn−i(S−αS),Λ(Rn,i−1) −Rn,i⟩∣ = ∣⟨χn,i,2ULn−i(S−αS),Λ(Rn,i−1) − (Λ(Rn,i−1))εn,i
⟩∣

≲ s1−2kn,i εn,i (∥Ln−i(S −αS)∥∞,E
s/r2

E

+ ∥Ln−i(S)∥ + ∥Ln−i(αS)∥) ∥Λ(Rn,i−1)∥∗.
By Lemma 6.2, for all sufficiently small ε > 0, S is smooth in Eε/r3

E
and Ln−i(S − α) is smooth in

Esn,i/r3E . From direct computations, we get

∥Ln−i(S −αS)∥∞,E
sn,i/r3E

≤ (1 + ∥f∥C1)k(n−i)∥S −αS∥∞,Es0

where S is smooth in Es0 for some fixed s0 > 0. Hence, together with (6.3) and Lemma 6.3,

∣⟨χn,i,2ULn−i(S−αS),Λ(Rn,i−1) −Rn,i⟩∣
≲ ((1 + ∥f∥C1)kn∥S − αS∥∞,Es0

+ 2cm (5
4
)Nfn ∥αS∥∞) (∥Λ(R+n,i−1)∥ + ∥Λ(R−n,i−1)∥) s1−2kn,i εn,i

≲
⎛
⎝((

5

4
)Nf

+ ∥f∥C1)
kn (∥S∥∞,Es0

+ ∥αS∥∞)⎞⎠ cm (
5

4
)Nf

Cim
⎛
⎝
i−1

∏
j=1

εn,j
⎞
⎠
−6k2

s1−2kn,i εn,i

≲ (∥S∥∞,Es0
+ ∥αS∥∞)((5

4
)Nf

+ ∥f∥C1)
kn

Cnmε
−12k2

n,i−1 s
1−2k
n,i εn,i ≲ (∥S∥∞,Es0

+ ∥αS∥∞))ε
for all sufficiently small ε > 0 where R±n,i−1 are smooth positive closed currents in Lemma 6.3. By

plugging-in sn,i and εn,i, we see the desired estimate. �

7.3. Estimate of d−i⟨χn,i,3ULn−i(S−αS),Λ(Rn,i−1)−Rn,i⟩ inWn,i,3. In this region, Λ(Rn,i) is smooth.

Lemma 7.15 (Lemma 5.4.7 in [20]). Let α ≥ 0. For all sufficiently small t > 0, we have

∥Λ(R)∥C α(Vtc) ≲ ∥R∥C αt−(4+α)k,
for any smooth form R of bidegree (p, p) with 0 ≤ p ≤ k. The inequality is up to a constant multiple

independent of t and R.

Corollary 7.16. For all sufficiently small ε > 0,

d−i⟨χn,i,3ULn−i(S−αS),Λ(Rn,i−1) −Rn,i⟩ ≲ ε.
Here, the inequality ≲ means ≤ up to a positive constant multiple independent of n, i and S.

Proof. Note that the ∗-norm of the Green potential is uniformly bounded if the mass of S is

bounded. Indeed, for S ∈ Cp, we have

∣⟨LK±(S), ωk−p+1⟩∣ = ∣⟨S,LK± (ωk−p+1)⟩∣ ≲max {∥LK± (ωk−p+1)∥
∞
}∥S∥

and US =L
K+(S) −L

K−(S). So, from (6.3), Lemma 3.2 and Lemma 6.3, we get

∣d−i ⟨χn,i,3ULn−i(S−αS),Λ(Rn,i−1) −Rn,i⟩∣ ≲ ∥Λ(Rn,i−1) −Rn,i∥∞,Wn,i,3
∥Ln−i(S − αS)∥∗

≲ ∥Λ(Rn,i−1)∥C1,Wn,i,3
εn,i∥Ln−i(S − αS)∥∗ ≲ ∥Rn,i−1∥C1tn,i

−5kεn,i∥Ln−i(S − αS)∥∗
≲ ∥R∥C1(Cm)i−1 ⎛⎝

i−1

∏
j=1

εn,j
⎞
⎠
−6k2

ε
1/2
n,i (3cm (54)

Nfn ∥αS∥∞) ≲ Cnm (5
4
)Nfn

ε−12k
2

n,i−1 ε
1/2
n,i ≤ ε

for all sufficiently small ε > 0. �

From Lemma 7.11, Corollary 7.14, Corollary 7.16, we have
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Lemma 7.17. For all sufficiently small ε > 0,

d−i⟨ULn−i(S−αS),Λ(Rn,i−1) −Rn,i⟩ ≲ ε.
Here, the inequality ≲ means ≤ up to a positive constant multiple independent of n, i and S.

8. ESTIMATES OF d−n⟨US−αS
,Rn,n⟩

For this estimate, we use a version of exponential estimate [22, Theorem 3.2.6].

Theorem 8.1 (Theorem 3.2.6 in [22]). Let S be a current in Dp and US be the β normalized

superpotential of S. Then we have for R smooth in D
0
k−p+1 with ∥R∥∗ ≤ 1,

∣US(R)∣ ≤ c∥S∥∗(1 + log+ ∥R∥C1),
where log+ ∶= max{log,0} and c > 0 is a constant independent of S and R.

Corollary 8.2. For all sufficiently small ε > 0,

∣d−n⟨US−αS
,Rn,n⟩∣ ≲ ∥S∥(1 + log+ ∥Rn,n∥C1) ≲ log(ε−6k2n,n ).

Here, the inequality ≲ means ≤ up to a positive constant multiple independent of n and S.

Proof. Let R± be smooth positive closed currents such that R ∈ D
0
k−p+1, R = R+ −R− and ∥R±∥C1 ≤

1. Then, from Proposition 3.5 and Lemma 6.3, we get

∣d−n⟨US−αS
,Rn,n⟩∣ ≲ d−n∥S∥ ∣1 + log+ ∥Rn,n∥C1 ∣ ≤ d−n∥S∥ ∣1 + log+(∥(R+)n,n∥C1 + ∥(R−)n,n∥C1)∣

≲ d−n

RRRRRRRRRRRRRR
1 + 2 log

⎛⎜⎝2∥R∥C1Cnm
⎛
⎝
n

∏
j=1

εn,j
⎞
⎠
−6k2⎞⎟⎠

RRRRRRRRRRRRRR
≤ d−n ∣1 + 2 log (2∥R∥C1Cnmε

−12k2

n,n )∣

≲
12k2nC(4k +NE)(40k2δ)6kn

dn
(− log ε) ≲ n((40k2δ)6k

d
)
n

(− log ε) ≲ ndn/4(− log ε)
for all sufficiently small ε > 0. �

9. GREEN CURRENTS AND (ALMOST) SIMPLE ACTION

On a general compact Kähler manifold, the convergence of the sequence d−np (fn)∗ωp is not

clear. For the existence and construction of the Green current, see [17], [22], [9], [15]. In this

section, we summarize some related results for our purpose.

We first summarizes some results from [15]. Let X and f be as in Theorem 1.1. We say that

the action of f on cohomology is simple if there is an integer 0 ≤ p ≤ k such that

(1) the dynamical degree dp of order p of f is strictly larger than the other dynamical degrees,

(2) dp is a simple eigenvalue of f∗ on Hp,p(X,R), and

(3) the other (real or complex) eigenvalues of this operator have modulus strictly smaller

than dp.

Under this condition, we have the existence of the Green current T +.

Proposition 9.1 ([15, Proposition 5.5]). The sequence d−np (fn)∗(ωp) converges weakly to a positive

closed (p,p)-current T + as n tends to infinity. The sequence d−np (fn)∗(ωk−p) converges weakly to a

positive closed (k − p, k − p)-current T − as n tends to infinity. Moreover, T + and T − have continuous

superpotentials.

Lemma 4.1 in [5] implies the following convergence.

Corollary 9.2. We have d−np (fn)∗(αS)→ cαS
T + exponentially fast where cαS

= ⟨αS ,T
−⟩

⟨ωp,T−⟩ .
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Together with Theorem 1.1, we get

Theorem 9.3. Let X and f be as in Theorem 1.1. Assume further that the action of f is simple.

Then, there exists a proper analytic subset E invariant under f such that if S ∈ Cp is smooth near E,

then

d−np (fn)∗S → cST
+

exponentially fast where cS = ⟨S,T−⟩⟨ωp,T−⟩ . In particular, if H is an analytic subset of pure dimension k−p

such that H ∩E = ∅, then the sequence d−np (fn)∗[H] converges to cHT
+ where cH = ⟨[H],T−⟩⟨ωp,T−⟩ .

If we do not require the existence of the limit d−np (fn)∗(ωk−p), the convergence of d−np (fn)∗(ωp)
is true under slightly more relaxed conditions.

(1) dp−1 < dp,
(2) dp is a simple eigenvalue of f∗ on Hp,p(X,R), and

(3) the other (real or complex) eigenvalues of this operator on Hp,p(X,R) have modulus

strictly smaller than dp.

The proofs of lemmas and propositions in [15] work in the same way. So, we have Theorem 1.4.
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[9] DE THÉLIN, H.; DINH, T.-C.: Dynamics of automorphisms on compact Kähler manifolds, Adv. Math. 229 (2012),

no. 5, 2640–2655.

[10] DEMAILLY, J.-P.: Complex Analytic and Differential Geometry.
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