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ON THE UNIFORM DIMENSION AND THE ASSOCIATED

PRIMES OF SKEW PBW EXTENSIONS

SEBASTIÁN HIGUERA, MARÍA CAMILA RAMÍREZ, AND ARMANDO REYES

Dedicated to Professor Oswaldo Lezama

Abstract. In this paper, we study the uniform dimension and the associated
prime ideals of induced modules over skew PBW extensions.

1. Introduction

Throughout the paper, every ring R is associative (not necessarily commutative)
with identity unless stated otherwise. In addition, S denotes the skew polynomial

ring of R (also known as Ore extension) R[x;σ, δ] defined by Ore [32] where σ is
an automorphism of R and δ is a σ-derivation of R. In the context of the skew
polynomial rings, Leroy and Matczuk [24] considered the induced modules on these
noncommutative rings: if MR is a right module and S is a skew polynomial ring of

R, then M ⊗R S := M̂S is said to be the induced module of MR [24, p. 2745]. They
investigated problems related to the uniform dimension and the associated primes

of the induced module M̂S by considering good polynomials.
These polynomials were used by Shock with the aim of proving that the uniform

dimensions of a ring R and the polynomial ring R[x] are equal [41, Theorem 2.6].
A polynomial f(x) ∈ R[x] is called good if the annihilators of the coefficients of

f(x) are equal [41, p. 252]. A polynomial g ∈ M̂S is called good if for any r ∈ R,

deg(gr) = deg(g) provided gr 6= 0 [24, Definition 3.2]. A submodule BS of M̂S is
called good, if for any good polynomial g ∈ BS and any n ≥ deg(g), there exists
a good polynomial of degree n in gS [24, Definition 4.4]. Leroy and Matczuk

characterized the good polynomials of M̂S and the right annihilators of generated
modules by these polynomials [24, Lemmas 3.4 and 3.7]. In addition, they described

the essential and uniform submodules of the module M̂S [24, Theorem 4.6], and

proved that if M̂S is a good module, then the uniform dimensions of MR and M̂S

are the same [24, Theorem 4.9]. They showed that all associated prime ideals

of the induced module M̂S arise from associated primes of the module MR [24,
Theorem 5.7]. Continuing with the study of associated prime ideals and as a natural
generalization of these ideals, Ouyang and Birkenmeier [33] defined the nilpotent

associated primes [33, Definition 3.2] and considered the nilpotent good polynomials
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as a tool to investigate these ideals [33, Definition 3.3]. They characterized the
nilpotent associated primes of skew polynomial rings [33, Theorem 3.1].

Gallego and Lezama [15] defined the skew PBW extensions as a generalization
of the Poincaré-Birkhoff-Witt extensions introduced by Bell and Goodearl [9] and
the skew polynomial rings of injective type. Since its introduction, ring and ho-
mological properties of skew PBW extensions have been widely studied. In the
literature, several authors have shown that the skew PBW extensions generalize
families of noncommutative algebras such as 3-dimensional skew polynomial alge-
bras introduced by Bell and Smith [10], ambiskew polynomial rings in the sense
of Jordan [20], solvable polynomial rings by Kandri-Rody and Weispfenning [21],
almost normalizing extensions defined by McConnell and Robson [29], and skew
bi-quadratic algebras recently introduced by Bavula [8]. For more details about
skew PBW extensions and other noncommutative algebras having PBW bases,
see [1, 14, 16, 40]. Related to the good polynomials and the associated primes,
Higuera and Reyes [19] extended the notion of nilpotent good polynomials and
characterized the nilpotent associated prime ideals over skew PBW extensions [19,
Theorem 4.4]. Annin [5] considered the annihilator-compliant polynomials to in-

vestigate associated prime ideals of the induced module M̂S . According to Annin,
m(x) = m0 + · · · + mkx

k ∈ M [x] with mk 6= 0 is called annihilator-compliant if
for each i < k, annR(mk) ⊆ annR(mi) [5, Definition 2.23]. Niño et al. [31] ex-
tended this definition to study associated prime ideals of modules over skew PBW
extensions. Under certain compatibility conditions, they characterized the associ-
ated primes of the induced module M ⊗R A := M〈X〉A where A is a skew PBW
extension over a ring R [31, Theorem 3.12].

Thinking about the above results and motivated for the development of the
theory of the uniform dimension and the associated prime ideals of polynomial
modules over noncommutative rings of polynomial type (see [5], [24], [31], [19], and
references therein), our aim in this paper is to characterize essential modules and the
uniform dimension of induced modules over skew PBW extensions. Additionally,
we study the uniform dimension of induced modules and investigate the associated
prime ideals of induced modules over families of rings more general than skew
polynomial rings.

The paper is organized as follows. In Section 2, we recall some definitions and
preliminaries about skew PBW extensions. Section 3 presents the definition of good
polynomial and original results that characterize these polynomials (Lemmas 3.2,
3.3, 3.8, and Proposition 3.4). We also present several results on essential modules
and uniform dimension, within which we characterize the uniform dimension of
induced modules over skew PBW extensions (Lemma 3.9, and Theorems 3.14 and
3.16). Section 4 contains results related to the characterization of associated primes
of induced modules over these extensions (Lemma 4.1, and Theorems 4.5 and 4.7).
Our results generalize those corresponding presented by Leroy and Matczuk [24].
It is worth mentioning that this work is a sequel of the study of ideals of skew PBW
extensions that has been realized by different authors (e.g. [2, 30, 37, 38]). In this
way, the results formulated in this paper about associated prime ideals extend or
contribute to those presented by Annin [5], Brewer and Heinzer [11], Faith [13],
Leroy and Matczuk [24], Niño et al., [31], and references therein. Finally, Section 5
illustrates the results established in Sections 3 and 4 with several noncommutative
algebras that cannot be expressed as skew polynomial rings.
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Throughout the paper, N, Z, R, and C denote the classical numerical systems.
We assume the set of natural numbers including zero. The symbol k denotes a field
and k∗ := k \ {0}.

2. Skew Poincaré-Birkhoff-Witt extensions

Definition 2.1 ([15, Definition 1]). Let R be a ring. A ring A is said to be a skew

PBW extension over R (the ring of coefficients), denoted A = σ(R)〈x1, . . . , xn〉, if
the following conditions hold:

(i) R is a subring of A sharing the same identity element.
(ii) There exist finitely many elements x1, . . . , xn ∈ A such that A is a left free

R-module, with basis the set of standard monomials

Mon(A) := {xα := xα1
1 · · ·xαn

n | α = (α1, . . . , αn) ∈ Nn}.

Moreover, x0
1 · · ·x

0
n := 1 ∈ Mon(A).

(iii) For every 1 ≤ i ≤ n and any r ∈ R \ {0}, there exists ci,r ∈ R \ {0} such
that xir − ci,rxi ∈ R.

(iv) For 1 ≤ i, j ≤ n, there exists di,j ∈ R \ {0} such that

xjxi − di,jxixj ∈ R+Rx1 + · · ·+Rxn,

i.e. there exist elements r
(i,j)
0 , r

(i,j)
1 , . . . , r

(i,j)
n ∈ R with

xjxi − di,jxixj = r
(i,j)
0 +

∑n
k=1 r

(i,j)
k xk.

Since Mon(A) is a left R-basis of A, the elements ci,r and di,j are unique. Thus,
every non-zero element f ∈ A can be uniquely expressed as f =

∑m
i=0 aiXi, with

ai ∈ R, X0 = 1, and Xi ∈ Mon(A), for 0 ≤ i ≤ m [15, Remark 2].

Proposition 2.2 ([15, Proposition 3]). If A is a skew PBW extension over R, then
there exist an injective endomorphism σi : R → R and a σi-derivation δi : R → R
such that xir = σi(r)xi + δi(r), for each 1 ≤ i ≤ n, where r ∈ R.

We use the notation Σ := {σ1, . . . , σn} and ∆ := {δ1, . . . , δn} for the families of
injective endomorphisms and derivations of Proposition 2.2, respectively.

Definition 2.3. Let A be a skew PBW extension over R.

(i) [15, Definition 4] A is called quasi-commutative if the conditions (iii) and
(iv) presented above are replaced by the following:
(iii’) For every 1 ≤ i ≤ n and r ∈ R \ {0}, there exists ci,r ∈ R \ {0} such

that xir = ci,rxi.
(iv’) For every 1 ≤ i, j ≤ n, there exists di,j ∈ R \ {0} such that

xjxi = di,jxixj .
(ii) [15, Definition 4] A is called bijective if σi is bijective for each 1 ≤ i ≤ n,

and di,j is invertible for any 1 ≤ i < j ≤ n.
(iii) [2, Definition 2.3] If σi is the identity homomorphism of R for all 1 ≤ i ≤ n,

then we say that A is a skew PBW extension of derivation type. Similarly, if
δi ∈ ∆ is zero, for every 1 ≤ i ≤ n, then A is called a skew PBW extension
of endomorphism type.

Remark 2.4. Some relationships between skew polynomial rings and skew PBW
extensions are the following:

(i) If A is a quasi-commutative skew PBW extension, then A is isomorphic to
an iterated skew polynomial ring of endomorphism type [25, Theorem 2.3].
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(ii) In general, skew polynomial rings of injective type are strictly contained in
skew PBW extensions [25, Example 5(3)]. This fact is not possible for PBW
extensions. For instance, the quantum plane k{x, y}/〈xy−qyx | q ∈ k∗〉 is a
skew polynomial ring of injective type given by k[y][x;σ], where σ(y) = qy,
but cannot be expressed as a PBW extension.

(iii) Skew PBW extensions of endomorphism type are more general than iterated
skew polynomial rings of endomorphism type [42, Remark 2.4 (ii)].

Definition 2.5 ([15, Section 3]). If A is a skew PBW extension over R, then:

(i) For any element α = (α1, . . . , αn) ∈ Nn, we will write σα := σα1
1 ◦ · · · ◦σαn

n ,
δα = δα1

1 ◦ · · ·◦δαn
n , where ◦ denotes composition. If β = (β1, . . . , βn) ∈ Nn,

then α+ β := (α1 + β1, . . . , αn + βn).
(ii) Let � be a total order defined on Mon(A). If xα � xβ but xα 6= xβ , we

write xα ≻ xβ . If f is a non-zero element of A, then we use expressions as
f = a1x

α1 + · · · + akx
αk , with ai ∈ R, and xαk ≻ · · · ≻ xα1 . With this

notation, we define lm(f) := xαk , the leading monomial of f ; lc(f) := ak,
the leading coefficient of f ; lt(f) := akx

αk , the leading term of f . Note that
deg(f) := max{deg(xαi)}ki=1. If f = 0, lm(0) := 0, lc(0) := 0, lt(0) := 0.

The next proposition is very useful when one need to make some computations
with elements of skew PBW extensions.

Proposition 2.6 ([15, Theorem 7]). If A is a polynomial ring with coefficients in
R with respect to the set of indeterminates {x1, . . . , xn}, then A is a skew PBW
extension over R if and only if the following conditions hold:

(1) for each xα ∈ Mon(A) and every 0 6= r ∈ R, there exist unique elements
rα := σα(r) ∈ R \ {0}, pα,r ∈ A, such that xαr = rαx

α + pα,r, where
pα,r = 0, or deg(pα,r) < |α| if pα,r 6= 0. If r is left invertible, so is rα.

(2) For each xα, xβ ∈ Mon(A), there exist unique elements dα,β ∈ R and
pα,β ∈ A such that xαxβ = dα,βx

α+β + pα,β, where dα,β is left invertible,
pα,β = 0, or deg(pα,β) < |α+ β| if pα,β 6= 0.

It is important to mention that the coefficients of the polynomial expressions pα,r
and pα,β in Proposition 2.6 are several evaluations of r in σ’s and δ’s depending on
the coordinates of α. A more explicit description of these relations can be found in
[35, Proposition 2.9 and Remark 2.10 (iv)].

According to Definition 2.1, if A is a skew PBW extension over a ring R, then A
is a free left R-module. In this way, if MR is a right module, we can consider the
set M〈X〉A where the elements are of the form m1x

α1 + · · ·+mkx
αk ,mi ∈ MR and

xαi ∈ Mon(A), for every 1 ≤ i ≤ k. Considering Proposition 2.6 and the explicit
relations described in [35, Proposition 2.9 and Remark 2.10 (iv)], the set M〈X〉A
has A-module structure defined as follows: if mxαi := mxαi1

1 · · ·xαin
n ∈ M〈X〉A

and bxβj := bx
βj1

1 · · ·x
βjn

n ∈ A, then we multiply these elements following the rule

mx
αi1
1 · · ·xαin

n bx
βj1

1 · · · x
βjn
n = mσαi (b)xαixβj +mp

αi1,σ
αi2
i2

(···(σ
αin
in

(b)))
x
αi2
2 · · ·xαin

n xβj

+mx
αi1
1 p

αi2,σ
αi3
i3

(···(σ
αin
in

(b)))
x
αi3
3 · · · xαin

n xβj

+mx
αi1
1 x

αi2
2 p

αi3,σ
αi4
i4

(···(σ
αin
in

(b)))
x
αi4
4 · · ·xαin

n xβj

+ · · ·+mx
αi1
1 x

αi2
2 · · · x

αi(n−2)

(n−2)
p
αi(n−1),σ

αin
in

(b)
xαin
n xβj

+mx
αi1
1 x

αi2
2 · · ·x

αi(n−1)

(n−1)
pαin,bx

βj .
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This guarantees that M〈X〉A is a right A-module and is called the induced

module of MR. If � is a total order defined on Mon(A) and m ∈ M〈X〉A with
m 6= 0, then we use expressions as m = m1x

α1 + · · · + mkx
αk , where mi ∈ MR,

and xαk ≻ · · · ≻ xα1 . With this notation, we define lm(m) := xαk , the leading

monomial of m; lc(m) := mk, the leading coefficient of m; lt(m) := mkx
αk , the

leading term of m. Note that deg(m) := max{deg(xαi)}ki=1. More details and
properties about the induced module M〈X〉A can be consulted in [31, 36].

3. Good polynomials and uniform dimension

In this section, we study good polynomials, the essential modules and the uniform
dimension of induced modules over skew PBW extensions.

3.1. Good polynomials over skew PBW extensions. Since Leroy andMatczuk
[24] used the good polynomials to study the uniform dimension and the associated
primes of induced modules over skew polynomial rings, we introduce the following
definition thinking about skew PBW extensions.

Definition 3.1. Let A be a skew PBW extension over R, MR be a right module,
and m = m1x

α1 + · · ·+mkx
αk ∈ M〈X〉A with leading coefficient mk 6= 0. We say

that m is a good polynomial if for every r ∈ R, lm(mr) = lm(m), as long as mr 6= 0.

Following Leroy and Matczuk, if R is a ring, σ is an automorphism of R, and
MR is a right module, then Mσ denotes the σ-twisted module defined on the same
additive structure Mσ = M , where the action is defined by m · r := mσ(r), for all
r ∈ R [24, p. 2747]. With this in mind, we consider the following definition. If
Σ = {σ1, . . . , σn} is a finite set of automorphisms of R and α = (α1, . . . , αn) ∈ Nn,
then Mσα denotes the σα-twisted module where the action of R over Mσα is given
by m · r := mσα(r) = mσα1

1 ◦ · · · ◦ σαn
n (r), for every r ∈ R. If m ∈ M , we denote

by 〈m〉σα the σα-twisted R-module generated by m. Additionally, if X is a subset
of R and α ∈ Nn, then σ−α(X) denotes the inverse image of X under σα, that is,
if r ∈ σ−α(X), then σα(r) ∈ X .

Lemma 3.2. Let A be a bijective skew PBW extension over R, MR be a right

module, and m = m1x
α1 + · · ·+mkx

αk ∈ M〈X〉A with leading coefficient mk 6= 0.
The following statements are equivalent:

(1) m is a good polynomial.

(2) For all f ∈ mRR, lm(f) � xαk .

(3) For all f ∈ mAA, lm(f) � xαk .

(4) For any r ∈ R, mkσ
αk(r) = 0 if and only if mr = 0.

(5) annR(m) = σ−αk(annR(mk)).
(6) annA(m) = σ−αk(annR(mk))A.
(7) mA ∼= 〈mk〉σαkA as A-modules.

Proof. (1) ⇒ (2) If f ∈ mRR, then f = mr, for some r ∈ R. If we assume
that lm(f) ≺ xαk , then lm(mr) ≺ lm(m), which contradicts that m is a
good polynomial. Hence xαk � lm(f), for all f ∈ mRR.
(2) ⇒ (3) Suppose that xαk � lm(f), for all f ∈ mRR. It is clear that
lm(m) � lm(mxα), for every α ∈ Nn. Thus, if f = mg, for some g ∈ A,
then xαk = lm(m) ≺ lm(mg), whence xαk � lm(f), for all f ∈ mAA.
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(3) ⇒ (4) Suppose that mkσ
αk(r) = 0. If mr 6= 0, then mr is a non-zero

element ofmAA such that lm(mr) ≺ lm(m) = xαk , which is a contradiction.
Thus, we havemr = 0. For the other implication, ifmr = 0 then the leading
coefficient of mr is zero, that is, mkσ

αk(r) = 0 as desired.
(4) ⇒ (5) If r ∈ annR(m), then mr = 0. By statement (4), mkσ

αk(r) = 0
whence σαk(r) ∈ ann(mk). Hence, r ∈ σ−αk(ann(mk)), and so annR(m) ⊆
σ−αk(annR(mk)). For the other inclusion if r ∈ σ−αk(annR(mk)), then
σαk(r) ∈ ann(mk) which implies that mkσ

αk(r) = 0, and thus mr = 0 by
hypothesis. This proves that σ−αk(annR(mk)) ⊆ annR(m).
(5) ⇒ (6) Assume that (5) holds, and let g = b1x

β1+· · ·+btx
βt ∈ annA(m).

If mg = 0, then mkσ
αk(bt) = 0, and so bt ∈ annR(m) by hypothesis.

Thus, m
(
b1x

β1 + · · ·+ bt−1x
βt−1

)
= 0 whence mkσ

αk(bt−1) = 0, and so
bt−1 ∈ annR(m). Continuing this process, we have bi ∈ σ−αk(annR(mk)),
for every 1 ≤ i ≤ t, and so g ∈ σ−αk(annR(mk))A. This proves the inclusion
annA(m) ⊆ σ−αk(annR(mk))A. The other inclusion is clear.
(6) ⇒ (7) Assume that (6) holds. If φ is the A-module homomorphism of
A over mA defined by φ(f) = mf for all f ∈ A, then it is clear that the
kernel of φ is annA(m), whence mA ∼= A/annA(m) by the first isomorphism
theorem for A-modules. Additionally, if annA(m) = σ−αk(annR(mk))A by
assumption, then we get the isomorphism mA ∼= A/σ−αk(annR(mk))A.
Let ϕ be the map of R/σ−αk(annR(mk)) × A over A/σ−αk(annR(mk))A

defined by ϕ(r, f) := rf . It is not difficult to see that ϕ is bilinear and
due to the universal property of the tensorial product, there exists ϕ of
R/σ−αk(annR(mk))⊗RA over A/σ−αk(annR(mk))A give by ϕ(r⊗f) := rf
with inverse ϕ−1 of A/σ−αk(annR(mk))A over R/σ−αk(annR(mk)) ⊗R A
defined by ϕ−1(f) := 1 ⊗ f . Thus, it follows that A/σ−αk(annR(mk))A ∼=
R/σ−αk(annR(mk)) ⊗R A. Since R/σ−αk(annR(mk)) is isomorphic to the
R-module 〈mk〉σαk , we have mA ∼= 〈mk〉σαkA, where the isomorphism
φ is defined as φ(mg) := mkσ

αk(b1)x
β1 + · · · + mkσ

αk(bt)x
βt , for every

g = b1x
β1 + · · ·+ btx

βt ∈ A.
(7) ⇒ (1) Let φ be the isomorphism defined above. If m is a polynomial
such that lm(mr) ≺ lm(m), for some r ∈ R, then mkσ

αk(r) = 0. Thus,
φ(mr) = mkσ

αk(r) = 0, and since φ is injective, this implies that mr = 0.
Hence, m is a good polynomial.

�

Shock proved that given any non-zero polynomial f(x) ∈ R[x], there exists
r ∈ R such that f(x)r is good [41, Proposition 2.2]. Lemma 3.3 generalize Shock’s
result and characterizes the right annihilators of good polynomials over the induced
module M〈X〉A. This lemma extends [24, Corollary 3.5].

Lemma 3.3. Let A be a bijective skew PBW extension over R and MR be a right

module. If m = m1x
α1 + · · · + mkx

αk ∈ M〈X〉A with leading coefficient mk 6= 0,
then:

(1) There exists r ∈ R such that mr is good polynomial.

(2) If m is good polynomial, we have annA(m) = annR(m)A.

Proof. (1) Assume that the result is false and suppose that m ∈ M〈X〉A is a
counterexample of minimal leading monomial, that is, mr is not a good
polynomial, for every r ∈ R. In particular, if r = 1, then m is not a good
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polynomial, and thus there exists r ∈ R such that lm(mr) ≺ lm(m). If
mr 6= 0, then by the minimality of lm(m), there exists c ∈ R with mrc a
good polynomial. However, this contradicts the fact that mr is not a good
polynomial for all r ∈ R.

(2) If m is good polynomial, by using equivalences (5) and (6) of Lemma 3.2,
we have annA(m) = σ−αk(annR(mk))A = annR(m)A.

�

A submodule NR of MR is called essential if mR∩N 6= 0, for any 0 6= m ∈ MR.
The set of all elements m ∈ MR such that annR(m) is an essential ideal of R is
said to be the singular submodule of MR and is denoted by Z(MR); MR is called
nonsingular if Z(MR) = 0 [22, Definition 3.26]. Leroy and Matczuk [24] proved
that there exist good polynomials of any degree in a submodule of a nonsingular
module. The following proposition extends [24, Proposition 3.6].

Proposition 3.4. Let A be a bijective skew PBW extension over R, MR be a
right module, and m = m1x

α1 + · · ·+mkx
αk be a good polynomial of M〈X〉A with

leading coefficient mk 6= 0. If the submodule mkR of MR is nonsingular, then:

(1) mkA contains a good polynomial f with leading monomial xi for all i.
(2) For any xαl � xαk , there exists a good polynomial f ∈ mA with leading

monomial xαl .

Proof. (1) Let g ∈ A with leading term mkxi for some 1 ≤ i ≤ n. Since mkR
is nonsingular, there exists 0 6= b ∈ R such that σi(b)R

⋂
annR(mk) = 0.

Note that the leading coefficient of the polynomial gb is mkσi(b). Now,
consider an element r ∈ R such that σi(r) ∈ annR(mkσi(b)). In this way,
σi(b)σi(r) ∈ σi(b)R

⋂
annR(mk) = 0, and so σi(br) = 0. By the injectivity

of σi, if br = 0, then gbr = 0. This proves that f = gb is a good polynomial
with leading monomial xi.

(2) If m is a good polynomial, then there exists an isomorphism of A-modules φ
ofmA over 〈mk〉σαkA such that φ(mg) := mkσ

αk(b1)x
β1+· · ·+mkσ

αk(bj)x
βj ,

for every g = b1x
β1 + · · ·+ bjx

βj ∈ A, by Lemma 3.2 (7). Furthermore, we
get σ−αk(annR(mk)) = annR(m), by Lemma 3.2 (5), which implies that
the leading monomial of φ(mg) is xβj if and only if the leading monomial
of mg is xαk+βj . Therefore, mg ∈ mA is a good polynomial if and only if
mkσ

αk(g) ∈ 〈mk〉σαkA is a good polynomial by Lemma 3.2 (2).
It is not difficult to see that, if mkR is nonsingular, then 〈mk〉σαk also

is. By part (1), there exists g′ = φ(mg) ∈ 〈mk〉σαkA a good polynomial
such that the leading monomial of g′ is x1. Thus, mg′ is a good polynomial
of mA with leading monomial xβ with β ∈ Nn, where β1 = αk1 + 1 and
βi = αki, for all 2 ≤ i ≤ n. Since the leading coefficient of mg′ belongs
to 〈mkR〉σαk , its leading coefficient satisfies the hypothesis of the theorem.
Thus, there exists mg′′ ∈ mA with leading monomial xβ where β1 = αk1+2
and βi = αki, for every 2 ≤ i ≤ n. Following this argument, in at most
|αl1 − αk1| steps, we find a good polynomial mg1 with leading monomial
xβ where β1 = αl1 and βi = αki, for all 2 ≤ i ≤ n. The idea is to continue
with x2. By part (1), there exists g′1 ∈ 〈mk〉σαkA a good polynomial where
the leading monomial of g′1 is x2. Thus, mg′1 is a good polynomial of mA
with leading monomial xβ with β ∈ Nn, where β1 = αl1, β2 = αk2 + 1 and
βi = αki, for all 3 ≤ i ≤ n. Repeating the process, in at most |αl2 − αk2|
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steps, we find a good polynomial mg2 with leading monomial xβ where
βi = αli for i = 1, 2 and βi = αki, for all 3 ≤ i ≤ n. In this way, in at most
n ·max{|αli − αki|} steps, we have a good polynomial f with lm(f) = xαl .

�

Let R be a ring, Σ := {σ1, . . . , σn} be a finite set of endomorphisms of R and
∆ := {δ1, . . . , δn} be a finite set of Σ-derivations of R. If I is a two-sided ideal of
R, then I is called Σ-invariant if σi(I) ⊆ I, for every 1 ≤ i ≤ n; I is a ∆-invariant
ideal if δi(I) ⊆ I, for all 1 ≤ i ≤ n; if I is both Σ and ∆-invariant, we say that I
is (Σ,∆)-invariant [2, Definition 2.1]. These ideals have been widely studied in the
literature [2, 26, 30, 34].

Leroy and Matczuk defined some invariant ideals associated with an ideal I of R,
an endomorphism σ of R, and a σ-derivation δ of R (cf. [24, p. 2746]). Following
their ideas, we consider some ideals with the aim of studying properties of induced
modules over skew PBW extensions.

Definition 3.5. LetR be a ring, Σ := {σ1, . . . , σn} be a finite set of endomorphisms
of R and ∆ := {δ1, . . . , δn} be a finite set of Σ-derivations of R. If I is a two-sided
ideal of R, then

IΣ := {a ∈ I | σα(a) ∈ I, for all α ∈ N
n},

I∆ := {a ∈ I | δβ(a) ∈ I, for all β ∈ N
n},

IΣ,∆ := {a ∈ I | σαδβ(a) ∈ I, for all α, β ∈ N
n}.

Remark 3.6. Notice that I is Σ-invariant if and only if I = IΣ; I is ∆-invariant if
and only if I = I∆, and I is a (Σ,∆)-invariant ideal if and only if I = IΣ,∆.

The following lemma extends [24, Lemma 3.1].

Lemma 3.7. Let R be a ring, Σ := {σ1, . . . , σn} be a finite set of endomorphisms

of R, and ∆ := {δ1, . . . , δn} be a finite set of Σ-derivations of R.

(1) IΣ,∆ ⊆ IΣ ∩ I∆.
(2) If either IΣ is ∆-invariant or I∆ is Σ-invariant, then IΣ,∆ = IΣ.
(3) If NR is a right module with I = annR(N) an ideal ∆-invariant, then:

(a) annR(N 〈X〉) = IΣ,∆.

(b) If annA(N 〈X〉) = JA for some ideal J , then J = IΣ,∆ = annR(N 〈X〉).

Proof. (1) If a ∈ IΣ,∆, then σαδβ(a) ∈ I for every α, β ∈ Nn. Thus, σα(a) ∈ I
which implies that a ∈ IΣ. Similarly, if σαδβ(a) ∈ I for all α, β ∈ Nn, then
δβ(a) ∈ I for all β ∈ Nn, which implies that a ∈ I∆, and so a ∈ IΣ ∩ I∆.

(2) Suppose that IΣ is a ∆-invariant ideal. If a ∈ IΣ and IΣ is ∆-invariant, then
δβ(a) ∈ IΣ, and hence σαδβ(a) ∈ I, for all α, β ∈ Nn. Thus, IΣ ⊆ IΣ,∆. If
I∆ is Σ-invariant, then the argument is similar.

(3) Let NR be a right module with I = annR(N) an ideal ∆-invariant.
(a) Let n = n1x

α1+· · ·+nkx
αk ∈ N〈X〉A. For every r ∈ R, the coefficients

of nr are products of ni with elements obtained evaluating σ’s and δ’s
in the element r [35, Remark 2.10]. If r ∈ IΣ,∆, then nr = 0, and so
IΣ,∆ ⊆ annR(N〈X〉). For the other inclusion, if r ∈ annR(N〈X〉), then
nxαr = 0, for any α ∈ Nn and every n ∈ N . Notice that the leading
coefficient of nxαr is zero, that is, nσα(r) = 0, for all α, which implies
that r ∈ IΣ. Since I is a ∆-invariant ideal, we have r ∈ IΣ = IΣ,∆ and
so annR(N〈X〉) ⊆ IΣ,∆.
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(b) By item (a), we obtain IΣ,∆ ⊆ J . For the other inclusion, if we have
the equality annA(N〈X〉) = JA, for some ideal J , then nxαrxβ = 0,
for every α, β ∈ Nn, r ∈ J , and n ∈ N . In particular, if β = 0, then
nxαr = 0 and nσα(r) = 0, for any α, which implies that r ∈ IΣ. Since
I is ∆-invariant, we get r ∈ IΣ = IΣ,∆ which shows that the equality
J = IΣ,∆ = annR(N 〈X〉) follows.

�

The following lemma characterizes annihilators of generated submodules by good
polynomials and extends [24, Lemma 3.7].

Lemma 3.8. Let A be a bijective skew PBW extension over R, MR be a right

module, and m = m1x
α1 + · · ·+mkx

αk ∈ M〈X〉A be a good polynomial with leading

coefficient mk 6= 0. If I := σ−αk(annR(mkR)), then:

(1) annR(mA) ⊆ annA(mA) ⊆ annA(mR).
(2) annR(mR) = I and annA(mR) = IA.
(3) annR(mA) = IΣ,∆.

(4) If IΣ is ∆-invariant, then annA(mA) = IΣA.

Proof. (1) Since R ⊆ A, it follows that annR(mA) ⊆ annA(mA). On the other
hand if f ∈ annA(mA), then gAf = 0 whence gRf = 0. This proves that
annA(mA) ⊆ annA(mR).

(2) Let us show that annR(mR) = I. If r ∈ I, then mkRσαk(r) = 0, and since
m is a good polynomial, we have mRr = 0 and thus r ∈ annR(mR). Now,
if r ∈ annR(mR), then mkRσαk(r) = 0 and so r ∈ σ−αk(annR(mkR)) = I.
Let us prove that annA(mR) = IA. If f = a1x

β1 + · · ·+atx
βt ∈ annA(mR),

then mRf = 0 whence mkRσαk(at) = 0. Since m is good, it follows that
at ∈ annR(mR) = I. If mRat = 0, then mR(a1x

β1 + · · · + at−1x
βt−1) = 0

which implies that mkRσαk(at−1) = 0. If m is good, then mRat−1 = 0,
and thus at−1 ∈ annR(mR) = I. Continuing this argument, we have that
ai ∈ annR(mR) = I, for every 1 ≤ i ≤ t, and so f ∈ annR(mR)A = IA.
Hence, annA(mR) ⊆ IA. The reverse inclusion is clear.

(3) We have the R-module isomorphism (mR)〈X〉 = mR⊗RA ∼= mA. By item
(2), we obtain that annR(mR) = I and by Lemma 3.7 (3)(a), it follows that
annR((mR)〈X〉) = annR(mA) = IΣ,∆.

(4) Suppose that IΣ is ∆-invariant. By Lemma 3.7 (2), we get IΣ = IΣ,∆. By
items (1) and (3), we obtain IΣA = annR(mA)A ⊆ annA(mA). To see the
other inclusion if f = a1x

β1 + · · · + atx
βt ∈ annA(mA), then mRxβf = 0

whence σβ(at) ∈ σ−αk(annR(mkR)) = I, for every β ∈ Nn, and so at ∈ IΣ.
Since m is good, we get mRxβat = 0 for all β ∈ Nn whence mAat = 0.
ThenmA(f−atx

βt) = 0 and lm(f−atx
βt) ≺ lm(f). An inductive argument

proves that annA(mA) ⊆ IΣA and so the equality annA(mA) = IΣA holds.
�

3.2. Uniform dimension over skew PBW extensions. In this section, we
study the essential modules and the uniform dimension of induced modules over
skew PBW extensions. The following theorem extends [24, Lemma 4.1].

Lemma 3.9. Let A be a bijective skew PBW extension over R and MR be a right

module. If NR is a submodule MR, then:

(1) N〈X〉R is essential in M〈X〉R if and only if N〈X〉A is essential in M〈X〉A.
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(2) Z(MR) = 0 if and only if Z(M〈X〉R) = 0.
(3) If Z(MR) = 0, then Z(M〈X〉A) = 0.

Proof. (1) If N〈X〉R is essential, then 0 6= mR∩N〈X〉R ⊆ mA∩N〈X〉A for ev-
ery m ∈ M〈X〉A, and so N〈X〉A is an essential submodule of M〈X〉A. Sup-
pose that N〈X〉A is an essential submodule of M〈X〉A and consider the A-
module homomorphism of M〈X〉A over (M/N)〈X〉A defined by φ(m1x

α1 +
· · · + mkx

αk) := m1x
α1 + · · · + mkx

αk . It is not hard to see that φ
induces an isomorphism φ between the A-modules M〈X〉A/N〈X〉A and

(M/N)〈X〉A. Let f ∈ (M/N)〈X〉A be the image of f by φ, for some
f ∈ M〈X〉A \N〈X〉A. By Lemma 3.3 (1), there exists r ∈ R such that fr
is a good polynomial and sinceN〈X〉A is an essential submodule ofM〈X〉A,
we have frA∩N〈X〉A 6= 0, that is, there exists g = b1x

β1 + · · ·+ btx
βt ∈ A

such that 0 6= frg ∈ N〈X〉A. By Lemma 3.3 (2), if 0 6= frg ∈ N〈X〉A, then
g ∈ annA(fr) = annR(fr)A whence bi ∈ annR(fr), for every 1 ≤ i ≤ t.

Thus, frbi = 0, and so frbi ∈ N〈X〉R. Additionally if frg 6= 0, then
0 6= frbi ∈ N〈X〉R, for some 1 ≤ i ≤ t. This shows that fR ∩N〈X〉R 6= 0,
and hence N〈X〉R is an essential submodule of M〈X〉R.

(2) Since Z(MR) = Z(M〈X〉R) ∩ MR if Z(M〈X〉R) = 0, then Z(MR) = 0.
Assume that Z(M〈X〉R) 6= 0 and let f = m1x

α1+· · ·+mkx
αk ∈ Z(M〈X〉R)

with leading coefficient mk 6= 0 and minimal monomial leading, that is,
lm(f) � lm(g), for all g ∈ fR. By Lemma 3.2 (2) and (5), f is a good
polynomial and annR(f) = σ−αk(annR(mk)) is an essential ideal ofR which
implies that 0 6= mk ∈ Z(M〈X〉R) ∩MR = Z(MR).

(3) Assume that Z(MR) = 0 and Z(M〈X〉A) 6= 0. Let f = m1x
α1+· · ·+mkx

αk

be an element of Z(M〈X〉A) with leading coefficient mk 6= 0 and minimal
monomial leading, that is, lm(f) � lm(g), for all g ∈ fA. By Lemma 3.2
(3), f is a good polynomial and by Lemma 3.3 (2), annA(f) = σ−αk(I)A
where I = annR(ak). Since σ−αk(I)A ∩m′A 6= 0, for all m′ ∈ M〈X〉A, it
follows that σ−αk(I) ∩m′MR 6= 0, and so σ−αk(I) is an essential ideal of
R. Therefore, 0 6= ak ∈ Z(MR) which is a contradiction. This proves that
Z(M〈X〉A) = 0 as desired.

�

If R is a ring, σ is an automorphism of R, and δ is a σ-derivation of R, then an
ideal I of R is said to be (σ, σ−1, δ)-stable if σ(I) = I and δ(I) ⊆ I [17, p. 6]. Annin
[4] investigated properties of induced modules over skew polynomial rings under the
assumption that for any m ∈ MR, I = annR(m) is a (σ, σ−1, δ)-stable ideal. Leroy
and Matczuk [24] studied these same modules using the following condition: MR

satisfies the weak (σ, δ)-compatibility condition if every non-zero submodule NR

of MR contains an element m 6= 0 such that annR(m) is (σ, σ−1, δ)-stable [24,
Definition 4.2]. Thinking about skew PBW extensions, we consider the following
definition: if R is a ring, Σ = {σ1, . . . , σn} is a finite family of endomorphisms of
R and ∆ = {δ1, . . . , δn} is a finite family of Σ-derivations of R, then an ideal I of
R is called (Σ,Σ−1,∆)-stable if σi(I) = I and δi(I) ⊆ I, for every 1 ≤ i ≤ n. This
definition allows us to extend the compatibility condition as follows.

Definition 3.10. Let R be a ring, Σ be a finite family of endomorphisms of R, and
∆ a finite family of Σ-derivations of R. We say that a right module MR satisfies
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the weak (Σ,∆)-compatibility condition, if every submodule NR of MR contains an
element a 6= 0 such that I := annR(a) is (Σ,Σ

−1,∆)-stable.

The following lemma is analogous to [24, Lemma 4.3].

Lemma 3.11. Let R be a ring, Γ = {γi, . . . , γn} be a family of automorphisms of

R, and Λ = {λi, . . . , λn} be a family of Γ-derivations of R. If A is a bijective skew

PBW extension over R and MR is a right weak (Γ,Λ)-compatible module, then:

(1) For any good polynomial m ∈ M〈X〉A, there exists r ∈ R such that mr is

good and the annihilator of its leading coefficient is (Γ,Γ−1,Λ)-stable.
(2) Suppose that for the family of endomorphisms Σ = {σ1, . . . , σn} we have

σiγj = γjσi for 1 ≤ i, j ≤ n. If there exist some central invertible elements

qij ∈ R such that σiλj = qijλjσi and γi and λi can be extended to A, then
then module M〈X〉A satisfies the weak (Γ,Λ)-compatibility condition.

Proof. (1) Let m = m1x
α1 + · · ·+mkx

αk be a non-zero good polynomial with
leading coefficient mk 6= 0. If MR satisfies the weak (Γ,Λ)-compatibility
condition, then there exists r ∈ R such that mkr 6= 0 and I = annR(mkr)
is (Γ,Γ−1,Λ)-stable. By Lemma 3.2, mσ−αk(r) is a good polynomial with
leading coefficient mkr and I is the annihilator of its leading coefficient.

(2) LetN〈X〉 be a submodule ofM〈X〉A andm = m1x
α1+· · ·+mkx

αk ∈ N〈X〉
be a polynomial of minimal leading monomial in mA, that is, xαk ≺ lm(f)
for every f ∈ mA. By Lemma 3.2 and item (1), m is a good polynomial, and
so mσ−αk(r) is also a good polynomial for some r ∈ R with I = annR(mkr)
(Γ,Γ−1,Λ)-stable. Additionally, annA(m) = σ−αk(I)A by Lemma 3.2, and
since σiγj = γjσi, σiλj = qijλjσi for every 1 ≤ i, j ≤ n and some central
invertible element qij ∈ R, and also λi can be extended to A, it follows that
annA(m) = σ−αk(I)A is (Γ,Γ−1Λ)-stable.

�

Leroy and Matczuk showed that the induced modules over skew polynomial rings
have good polynomials of any degree [24, Example 3.3]. This fact motivated the fol-

lowing definition: a submodule BS of M̂S is called good, if for any good polynomial
g ∈ BS and any n ≥ deg(g), there exists a good polynomial of degree n in gS [24,
Definition 4.4]. Following this idea and with the purpose of studying properties of
induced modules over skew PBW extensions, we introduce the following definition.

Definition 3.12. Let A be a skew PBW extension over R and MR be a right
module. A submodule N〈X〉A of M〈X〉A is called good, if for any good polynomial
m = m1x

α1 + · · · + mkx
αk ∈ N〈X〉A and any monomial xβ with β ∈ Nn, there

exists a good polynomial f ∈ mA such that lm(f) = xβ � xαk .

The following lemma generalizes [24, Lemma 4.5].

Lemma 3.13. Let A be a bijective skew PBW extension over R and MR be a right

module. If one of the following conditions is satisfied

(1) MR is nonsingular.

(2) MR = RR and for any non-zero element r ∈ R, there is a good polynomial

m ∈ rA with leading monomial xi for all i.
(3) A is a skew PBW extension of endomorphism type.

(4) MR satisfies the weak (Σ,∆)-compatibility condition.

then M〈X〉A is a good module.
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Proof. (1) This statement is a direct consequence of Proposition 3.4.
(2) If f = a1x

α1 + · · ·+akx
αk is a good polynomial of A with leading monomial

xαk , then there exists an A-module isomorphism φ of fA over 〈ak〉σαkA
such that φ(fg) := akσ

αk(b1)x
β1 + · · ·+akσ

αk(bj)x
βj , for every g ∈ A with

leading monomial xβj for any βj ∈ N
n, by Lemma 3.2 (7). Furthermore,

we have σ−αk(annR(ak)) = annR(f), by Lemma 3.2 (5), which implies that
the leading monomial of φ(fg) is xβj if and only if the leading monomial
of fg is xαk+βj . Therefore, fg ∈ fA is a good polynomial if and only if
akσ

αk(g) ∈ 〈ak〉σαkA is a good polynomial by Lemma 3.2 (2).
If xβ is a monomial such that xαk � xβ , for some β ∈ Nn, we must find

a good polynomial with leading monomial xβ . By assumption, if ak ∈ R,
there exists g′ = φ(fg) ∈ 〈ak〉σαkA a good polynomial such that the leading
monomial of g′ is xi, for all i. Following the same argument of Proposition
3.4, we find a good polynomial f of fA with leading monomial xβ in at
most n ·max{|βi − αki|} steps, proving that AA is a good module.

(3) Let m = m1x
α1 + · · · + mkx

αk ∈ M〈X〉A be a good polynomial with
leading coefficient mk 6= 0. If lm(mxαr) ≺ lm(mxα) for some r ∈ R, then
mkσ

αk(σα(r)) = 0. Thus, lm(mσα(r)) ≺ lm(m), which contradicts that m
is good polynomial. Hence, mxα is also good polynomial for any α ∈ Nn.

(4) Let m = m1x
α1 + · · ·+mkx

αk ∈ M〈X〉A be a good polynomial with leading
coefficient mk 6= 0. We claim that mxβ is good, for any β ∈ N

n. If xαk+β is
the leading monomial of mxβ and lm(mxβr) ≺ lm(mxβ), for some r ∈ R,
thenmkσ

αk+β(r) = 0. By Lemma 3.11 (1), annR(mk) is (Σ,Σ
−1,∆)-stable,

and so r ∈ annR(mk). Furthermore, if annR(mk) is (Σ,Σ
−1,∆)-stable, then

mxβr = 0 which proves that mxβ is a good polynomial for any β ∈ Nn.
�

Recall that MR is said to be a uniform module if every submodule of NR ofMR is
an essential submodule. Equivalently, MR is called uniform if the intersection of any
two non-zero submodules of MR is non-zero [22, p. 84]. Theorem 3.14 characterizes
the essential and uniform submodules of the induced module M〈X〉A.

Theorem 3.14. Let A be bijective a skew PBW extension over R, MR be a right

module, and NR be a submodule of MR. If N〈X〉A is a good module, then:

(1) NR is essential in MR if and only if N〈X〉A is essential in M〈X〉A.
(2) NR is uniform if and only if N〈X〉A is uniform.

Proof. (1) If TR is a submodule of MR such that TR ∩NR = 0, we have that
T 〈X〉A ∩N〈X〉A = 0, which proves that if N〈X〉A is essential, then NR is
essential. Suppose that NR is an essential submodule of MR. By Lemma
3.9 (1), we need to show that N〈X〉R is an essential submodule in M〈X〉R,
that is, mR ∩N〈X〉R 6= 0, for any m ∈ M〈X〉R. We proceed by induction
on the monomials. By Lemma 3.3, we may assume that m = m1x

α1 +
· · · +mkx

αk ∈ M〈X〉R is a good polynomial. If αk = 0, then m = mk ∈
MR, and mR ∩ NR 6= 0 because NR is essential. Suppose the statement
is true for any leading monomial xβ such that xβ ≺ xαk with β ∈ Nn.
If NR is an essential submodule in MR, then mkR ∩ NR 6= 0, whence
mkσ

αk(r) ∈ NR, for some r ∈ R. The element mkσ
αk(r) ∈ N ⊆ N〈X〉A is

a good polynomial, and since N〈X〉A is a good module, there exists a good
polynomial g ∈ mkσ

αk(r)A ⊆ N〈X〉A such that lm(g) = lm(mr). The
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leading coefficient of g belongs to mkσ
αk(r)R, so there exists w ∈ R such

that mrw and g have the same leading coefficient, and then g andmrw have
the same leading term. If g = mrw, it follows that g ∈ mR∩N〈X〉R which
proves that N〈X〉R is essential in M〈X〉R. If g 6= mrw, then mrw − g 6= 0
and since mrw and g have the same leading term, the leading monomial
of mrw − g is xβ for some β ∈ Nn with xβ ≺ xαk . Thus, by the inductive
hypothesis, there exists s ∈ R such that h := (mrw − g)s ∈ N〈X〉R with
h 6= 0. Since mrw and g are good polynomials of the same leading term,
they have the same annihilator in R. In this way, if mrws = 0, then gs = 0
and so h = 0 which is a contradiction. Therefore, we have mrws 6= 0, and
0 6= mrws = gs+ h ∈ mR ∩N〈X〉R.

(2) It is clear that if N〈X〉A is a uniform module, then NR is a uniform module.
For the other implication, suppose that NR is a uniform module. If N〈X〉A
is not uniform, then there exist non-zero polynomials f, g ∈ N〈X〉R such
that fA∩gA = 0 with f = n1x

α1 + · · ·+nkx
αk and g = n′

1x
β1 + · · ·+n′

lx
βl .

By Lemma 3.3 (1), we may assume that f and g are good polynomials with
lm(g) � lm(f). Since N〈X〉A is a good submodule of M〈X〉A, there is a
good polynomial h ∈ gA with lm(h) = lm(f). Let nk and n′′

t be the leading
coefficients of the polynomials f and h, respectively. Since nk, n

′′
t ∈ NR

and NR is uniform, there exist r, s ∈ R such that nkr = n′′
t s 6= 0. Consider

the polynomial z = fσ−αk(r)−hσ−αk (s) ∈ N〈X〉A with leading monomial
xβ for some β ∈ N where xβ ≺ xαk . If fσ−αk(r) = hσ−αk(s) ∈ gA, then
fσ−αk(r) = 0 since fA ∩ gA = 0. Thus, fσ−αk(r) 6= hσ−αk(s) whence
z 6= 0. Since f and g are good polynomials with lm(g) � lm(f), zA∩gA 6= 0.
So, there are v1, v2 ∈ A such that gv2 = zv1 = fσ−αk(r)v1 − hσ−αk(s)v1.
Since fσ−αk(r) and hσ−αk(s) are good polynomials of the same leading
term and fσ−αk(r)v1 = gv2 + hσ−αk(s)v1 ∈ fA ∩ gA = 0, then they
have the same annihilators in A, and hence hσ−αk(s)v1 = 0 which is a
contradiction. Therefore, N〈X〉A is a uniform submodule of M〈X〉A.

�

Corollary 3.15 ([24, Theorem 4.6]). Let S := R[x;σ, δ] and NR be a submodule

of MR such that N̂S is good. Then:

(1) NR is essential in MR if and only if N̂S is essential in M̂S .

(2) NR is uniform if and only if N̂S is uniform.

We recall that a module MR has finite uniform dimension if there exist uniform
submodules U1, . . . , Un of MR such that U1 ⊕ · · · ⊕Un is an essential submodule of
MR [22, Definition 6.2]. In this case, the uniform dimension of MR is denoted by
udim(MR) = n < ∞. It is not difficult to see that a right module MR has infinite
uniform dimension if and only if MR contains an infinite direct sum of non-zero
submodules [22, Proposition 6.4].

Theorem 3.16 establishes sufficient conditions to guarantee that MR and M〈X〉A
have the same uniform dimension (c.f. [34, Proposition 4.10]).

Theorem 3.16. Let A be a bijective skew PBW extension over R and MR be a

right module. If M〈X〉A is a good module, then udim(M〈X〉A) = udim(MR).

Proof. Assume that udim(MR) = k. There exist N1, . . . , Nk uniform submodules of
MR such that N1⊕· · ·⊕Nk is an essential submodule of MR. By Theorem 3.14, we
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have N1〈X〉A, . . . , Nk〈X〉A are uniform submodules of M〈X〉A, and the submodule
N1〈X〉A ⊕ · · · ⊕Nk〈X〉A is essential in M〈X〉A, whence udim(M〈X〉A) = k.

If udim(MR) = ∞, there exist non-zero submodules N1, N2, . . . of MR such that
N1 ⊕N2 ⊕ · · · is a submodule of MR. Thus, every 0 6= Ni〈X〉A is a submodule of
M〈X〉A for every i ≥ 1, and N1〈X〉A ⊕N2〈X〉A ⊕ · · · is a submodule of M〈X〉A,
which implies that udim(M〈X〉A) = ∞. Therefore, udim(M〈X〉A) = udim(MR).

�

Corollary 3.17 ([24, Theorem 4.9]). Let S := R[x;σ, δ] andMR be a right module.

If M̂S is good, then udim(M̂S) = udim(MR).

4. Associated primes ideals of induced modules

In this section, we characterize the associated primes of induced modules over
skew PBW extensions (c.f. [31, Section 3]). We recall that a right module NR is

called prime if NR 6= 0 and annR(NR) = annR(N
′

R), for every non-zero submodule

N
′

R ⊆ NR [5, Definition 1.1]; an ideal P of R is said to be associated of MR if P
is prime and there exists a prime submodule NR ⊆ MR such that P = annR(NR).
The set of associated prime ideals of MR is denoted by Ass(MR) [5, Definition
1.2]. Following Leroy and Matczuk [24], it may happen that Ass(MR) is not empty
but Ass(NR) = ∅, for some non-zero submodule NR of MR [24, p. 2756]. For
this reason, they worked with modules where Ass(NR) is not empty for all non-
zero submodule NR of MR and introduced the following definition: MR has enough
prime submodules if any non-zero submodule NR ofMR contains a prime submodule
[24, Definition 5.1].

The following lemma shows that if MR has enough prime submodules, then any
non-zero submodule of the induced module M〈X〉A contains a good polynomial.
Lemma 4.1 generalizes [24, Lemma 5.4].

Lemma 4.1. Let A be a bijective skew PBW extension over R and MR be a right

module. If MR has enough prime submodules, then any non-zero submodule NA of

M〈X〉A contains a good polynomial m, with leading coefficient mk 6= 0, such that

mkR is a prime submodule of MR.

Proof. Let NA be a submodule of M〈X〉A and n = n1x
α1 + · · ·+ nkx

αk ∈ NA be
a non-zero polynomial with lc(n) = nk 6= 0 and minimal leading monomial in nA,
that is, xαk ≺ lm(f), for every f ∈ nA. By Lemma 3.2, n is a good polynomial,
and since MR contains enough prime submodules, nkR contains a non-zero prime
submodule mkR where mk = nkr 6= 0, for some r ∈ R. Thus, the polynomial
m = nσ−αk(r) ∈ NA is good with leading coefficient mk such that mkR is a prime
submodule of MR. �

Leroy and Matczuk characterized certain right annihilators of generated modules
on R[x;σ, δ] where δ is a σ-derivation q-quantized of R [24, Lemma 5.6]. Goodearl
and Letzter [17] introduced the notion of q-quantized derivation in the following
way: a σ-derivation δ of R is q-quantized if δσ = qσδ where q is a central, invertible
element of R such that σ(q) = q and δ(q) = 0. The ring R[x;σ, δ] is called a q-skew
polynomial ring if δ is q-quantized [17, p. 10]. We consider the following definition
for a finite family of endomorphims Σ and a family of Σ-derivations ∆ of R.

Definition 4.2. Let R be a ring and Σ be a finite family of endomorphisms of R.
A family of Σ-derivations ∆ of R is called quantized if there exists (q1, . . . , qn) ∈ Rn
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such that δiσi = qiσiδi, σi(qj) = qj and δi(qj) = 0, for every 0 ≤ i, j ≤ n where qi
is a central and invertible element of R for every 1 ≤ i ≤ n.

We say that a skew PBW extension A over a ring R is quantized if the family of
Σ-derivations ∆ defined in Proposition 2.2 is quantized.

Example 4.3. We present some examples of quantized skew PBW extensions.

(1) The algebra of q-differential operators Dq,h[x, y]: Let q, h ∈ k, q 6= 0. We
consider k[y][x;σ, δ] with σ(y) := qy and δ(y) := h. By definition of skew
polynomial ring, xy = σ(y)x+δ(y) = qyx+h, and so xy−qyx = h. We can
prove that Dq,h[x, y] ∼= σ(k[y]) 〈x〉. It is not difficult to verify that δσ = σδ,
whence Dq,h[x, y] is a quantized skew PBW extension over k[y].

(2) Additive analogue of the Weyl algebra: Let k be a field and An(q1, . . . , qn) be
the k-algebra generated by x1, . . . , xn, t1, . . . , tn and subject to the relations:

xjxi = xixj , tjti = titj , 1 ≤ i, j ≤ n.

xjti = tixj , i 6= j.

xiti = qitixi + 1, 1 ≤ i ≤ n.

where qi ∈ k \ {0}. Thus, An(q1, . . . , qn) ∼= σ(k[t1, . . . , tn]) 〈x1, . . . , xn〉.
Notice that σi(ti) = qti and δi(ti) = 1, for all 1 ≤ i ≤ n. Some simple
computations show that δiσi = σiδi, and so An(q1, . . . , qn) is a quantized
skew PBW extension over k[t1, . . . , tn].

The following lemma characterizes the annihilators of generated modules by good
polynomials and generalizes [24, Lemma 5.6].

Lemma 4.4. Let A be a bijective skew PBW extension over R, MR be a right

module, and m = m1x
α1 + · · · + mkx

αk be a good polynomial of M〈X〉A with

leading coefficient mk 6= 0. If P := annR(mkR), then:

(1) If P is (Σ,Σ−1,∆)-stable, then annA(mA) = P 〈X〉.
(2) If A is quantized and P is (Σ,Σ−1)-stable, then annA(mA) = P∆〈X〉
(3) If A is quantized, mkR is prime, and mA contains good polynomial of any

monomial greater than xαk , then annA(mA) = σ−αk(PΣ,∆)〈X〉.

Proof. (1) Since P is ∆-stable, we have annA(mA) = PΣ〈X〉 by Lemma 3.8
(4). Since (Σ,Σ−1)-stable, we have PΣ = P , and so annA(mA) = P 〈X〉.

(2) If r ∈ P∆, then δβ(r) ∈ P , and so σα(δβ(r)) ∈ P for every α, β ∈ N
n by the

(Σ,Σ−1)-stability of P . If A is quantized, δβ(σα(r)) = rα,βσ
α(δβ(r)) ∈ P

for some rα,β ∈ R whence P∆ is a Σ-invariant ideal of R. Hence, P∆〈X〉 is a
two-sided ideal of A and so P∆〈X〉 ⊆ annA(mA). Let f = b1x

β1+· · ·+btx
βt

be an element of annA(mA). By induction on the monomials, we show that
δθ(bi) ∈ P , for any θ ∈ Nn and 1 ≤ i ≤ t. Since m is a good polynomial
and P is a (Σ,Σ−1)-stable ideal of R, annA(mR) = σ−αk(P )〈X〉 = P 〈X〉
by Lemma 3.2, and thus bi ∈ P for every 1 ≤ i ≤ t. Assume that for any
leading monomial xγ with xγ ≺ xθ, we have δγ(bi) ∈ P . If f ∈ annA(mA)
and annA(mR) = P 〈X〉A, then mrxθf = 0. Since A is quantized, it follows
that xθbi = r1x

θ1 + · · · + rsx
θs where each rj is a finite sum of several

evaluations of σθj ’s and δθ−θj ’s in the element bi, for every 1 ≤ j ≤ s. Thus,
if P is a (Σ,Σ−1)-stable ideal and δγ(bi) ∈ P for any γ ∈ Nn with xγ ≺ xθ,
then mRrix

θj = 0 for all 1 ≤ j ≤ s where θj 6= 0. In this way, we have
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mrxθbi = mrδθ(bi), and hence mrxθf = mr(δθ(b1)x
β1 + · · · + δθ(bt)x

βt)
which shows that δθ(bi) ∈ P for all 1 ≤ i ≤ t, and therefore f ∈ P∆〈X〉.

(3) Let f = b1x
β1 + · · · + btx

βt ∈ annA(mA). We prove by induction on the
leading monomials that δθ(bi) ∈ σ−αk(PΣ), for all θ ∈ Nn and 1 ≤ i ≤ t.
Since mA contains good polynomials of any monomial greater than xαk ,
there exists fγi

∈ mA with leading monomial xγi , for each xγi � xαk . Let
mγi

be the leading coefficient of fγi
where mγi

∈ mkR. If mkR is prime,
then mγi

R is prime, and thus ann(mγi
R) = P for all γi. Since the fγi

are
good polynomials, annA(fγi

R) = σ−γi(P )〈X〉 by Lemma 3.2. If E denotes
the submodule of M〈X〉R defined by E =

∑
γi≥αk

fγi
R, then E ⊆ mA

and annA(mA) ⊆ annA(E) =
⋂

γi≥αk
σ−γi(P )〈X〉 = σ−αk(PΣ)〈X〉. In this

way, if f ∈ annA(mA), then f ∈ σ−αk(PΣ)〈X〉 and thus bi ∈ σ−αk(PΣ).
Now, assume that for any leading monomial xγ with xγ ≺ xθ, we have

δγ(bi) ∈ σ−αk(PΣ). If Exθ ⊆ mA and f = b1x
β1 + · · ·+ btx

βt ∈ annA(mA),
then Exθf = 0. In addition if A is quantized, then xθbi = r1x

θ1+· · ·+rsx
θs

where each rj is a finite sum of several evaluations of σθj ’s and δθ−θj ’s in
the element bi, for every 1 ≤ j ≤ s. If δγ(bi) ∈ σ−αk(PΣ) for any γ ∈ Nn

with xγ ≺ xθ, then Erix
θj = 0 for all 1 ≤ j ≤ s where θj 6= 0. Thus

Exθbi = Eδθ(bi), and hence Exθf = E(δθ(b1)x
β1 + · · ·+ δθ(bt)x

βt) whence
δθ(bi) ∈ σ−αk(PΣ) for all 1 ≤ i ≤ t. So annA(mA) ⊆ (σ−αk(PΣ))∆A, and
since A is quantized, it follows that (σ−αk (PΣ))∆ = σ−αk(PΣ,∆), and hence
annA(mA) ⊆ σ−αk(PΣ,∆).

To prove the other inclusion, if r ∈ σ−αk(PΣ,∆), then σαk(r) ∈ PΣ,∆, and
thus σαk(σαδβ(r)) for all α, β ∈ N. Since m is a good polynomial of leading
monomial xαk and leading coefficient mk 6= 0, then mRσαδβ(r) = 0. This
implies that mRxγr = 0, for any γ ∈ N

n, and so σ−αk(PΣ,∆) ⊆ annA(mA).
�

The following theorem characterizes the associated prime ideals ofM〈X〉A where
MR is a right module that contains enough prime submodules.

Theorem 4.5. Let A be a bijective skew PBW extension over R, MR be a right

module, and Q ∈ Ass(M〈X〉A). If MR contains enough prime submodule, then:

(1) If P is (Σ,Σ−1,∆)-stable for every P ∈ Ass(MR), then Q = P 〈X〉 for some

P ∈ Ass(MR).
(2) If A is quantized and P is (Σ,Σ−1)-stable for every P ∈ Ass(MR), then

Q = P∆〈X〉 for some P ∈ Ass(MR).
(3) If A is quantized and the module M 〈X〉A is good, then Q = PΣ,∆〈X〉 for

some P ∈ Ass(MR) and PΣ,∆ is (Σ,Σ−1)-stable.

Proof. (1) Let NA be a prime submodule of M〈X〉A such that annA(N) = Q.
By Lemma 4.1, there is a good polynomial m = m1x

α1 + · · ·+mkx
αk ∈ NA

with leading coefficient mk 6= 0 such that mkR is prime submodule of MR.
Since NA is prime, then mA is also prime and annA(mA) = annA(N) = Q.
By Lemma 4.4 (1), we have Q = P 〈X〉 with P = annR(mkR) ∈ Ass(MR).

(2) In the same way, if NA is a prime submodule ofM〈X〉A with annA(N) = Q,
there exists a good polynomialm = m1x

α1+· · ·+mkx
αk ∈ NA with leading

coefficientmk 6= 0 such thatmkR is prime submodule ofMR by Lemma 4.1.
Since NA is prime, then mA is also prime and annA(mA) = annA(N) = Q.
By Lemma 4.4 (2), Q = P∆〈X〉 where P = annR(mkR) ∈ Ass(MR).
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(3) If NA is a prime submodule ofM〈X〉A such that annA(N) = Q, there exists
a good polynomial m = m1x

α1 + · · ·+mkx
αk ∈ NA with leading coefficient

mk 6= 0 by Lemma 4.1. If M〈X〉A is good, mA contains a good polynomial
m′ with leading monomial xβ such that xαk � xβ . Additionally, mA is
prime module which implies that annA(mA) = Q, and by Lemma 4.4 (3),
annA(m

′A) = σ−β(PΣ,∆)〈X〉 and annA(mA) = σ−αk(PΣ,∆)〈X〉. Thus,
PΣ,∆ is (Σ,Σ−1)-stable, and hence Q = annA(mA) = PΣ,∆〈X〉.

�

Corollary 4.6 ([24, Theorem 5.7]). Let S := R[x;σ, δ] and MR be a right module.

If MR contains enough prime submodule and Q ∈ Ass(M̂S), then:

(1) If for every P ∈ Ass(MR), σ(P ) = P and δ(P ) ⊆ P , then Q = PS for some
P ∈ Ass(MR).

(2) If δ is q-quantized and σ(P ) = P for all P ∈ Ass(MR), then Q = PδS for
some P ∈ Ass(MR).

(3) If δ is q-quantized and M̂S is a good module, then Q = Pσ,δS for some
P ∈ Ass(MR) and σ(Pσ,δ) = Pσ,δ.

Leroy and Matczuk presented an example where Corollary 4.6 fails if the module
MR does not have enough prime submodules. This shows that this hypothesis is
not superfluous. If M is a k-linear space with basis {vi}i∈Z and R = k〈X〉 is the
free algebra over k on the set X = {xi}i∈Z, then M has a module structure over
R given by vixk = vi+1 if i ≤ k and 0 otherwise. Let σ be the automorphism of
R defined by σ(xk) = xk+1 for any k ∈ Z and S := R[t, σ]. They showed that

Ass(MR) = ∅ and that M̂S is prime with Ass(M̂S) = {0} [24, Example 5.8].
The following theorem shows when M〈X〉A is a prime module and characterizes

its associated prime ideals in terms of the associated primes of MR.

Theorem 4.7. Let A be a bijective skew PBW extension over R and MR be a right

module. If MR is a prime module with P = annR(M), then:

(1) If P is (Σ,Σ−1,∆)-stable, then the induced module M〈X〉A is prime with

the associated prime ideal equal to Q = P 〈X〉.
(2) If A is quantized and P is (Σ,Σ−1)-stable, then M〈X〉A is prime with the

associated prime ideal equal to Q = P∆〈X〉.
(3) If A is quantized and the module M〈X〉A is good, then M〈X〉A is a prime

module if and only if PΣ,∆ is (Σ,Σ−1)-stable. If M〈X〉A is prime, then its

associated prime ideal is equal to Q = PΣ,∆〈X〉.

Proof. (1) Let NA be a submodule of M〈X〉A and m = m1x
α1 +· · ·+mkx

αk be
an element ofNA with minimal leading monomial inmAA, i.e., x

αk � lm(f)
for all f ∈ mAA. By Lemma 3.2, m is a good polynomial and since MR

is prime, then mkR is a submodule prime of MR with P = annR(mkR) by
Lemma 4.1. Additionally, by Lemma 4.4 (1), we have P 〈X〉 = annA(mA),
and thus P 〈X〉 ⊆ annA(M〈X〉) ⊆ annA(N) ⊆ annA(mA) = P 〈X〉. This
implies that annA(N) = P 〈X〉 for any submodule NA of M〈X〉A, whence
M〈X〉A is a prime module with associated prime ideal Q = P 〈X〉.

(2) Following the same argument in (1) and Lemma 4.4 (2), M〈X〉A is a prime
module with associated prime ideal Q = P∆〈X〉.
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(3) In the same way, the argument of (1) and Lemma 4.4 (3) show that M〈X〉A
is a prime module with associated prime ideal Q = PΣ,∆〈X〉 and PΣ,∆ is
(Σ,Σ−1)-stable.

�

Corollary 4.8 ([24, Theorem 5.10]). Let S := R[x;σ, δ] and MR be a right module.
If MR is prime with P = annR(M), then:

(1) Suppose that σ(P ) = P and δ(P ) ⊆ P . Then the induced module M̂S is
prime with the associated prime ideal equal to PS = Q.

(2) Suppose that δ is a q-quantized σ-derivation and σ(P ) = P . Then M̂S is
prime with the associated prime ideal equal to PδS = Q.

(3) Suppose that δ is a q-quantized σ-derivation and the module M̂S is good.

Then M̂S is a prime module if and only if σ(Pσ,δ) = Pσ,δ. Moreover, if M̂S

is prime, then its associated prime ideal is equal to Pσ,δS = Q.

5. Examples

The importance of our results is appreciated when we apply them to algebraic
structures more general than those considered by Leroy and Matczuk [24], that is,
some noncommutative rings which cannot be expressed as skew polynomial rings.
In this section, we consider several families of rings that have been studied in the
literature which are subfamilies of skew PBW extensions.

Example 5.1. [14, p. 30] The diffusion algebra A is generated by 2n indeterminates
Di, xi over k with 1 ≤ i ≤ n and subjects to the relations

xixj = xjxi, xiDj = Djxi, 1 ≤ i, j ≤ n,
cijDiDj − cjiDjDi = xjDi − xiDj , i < j, cij , cji ∈ k∗.

According to Definition 2.1, the algebraA can be seen as a skew PBW extension over
k[x1, . . . , xn], but not as a PBW extension or an iterated skew polynomial ring of
injective type. IfMR is a right module overR := k[x1, . . . , xn] andM〈D1, . . . , Dn〉A
is a good module, then Theorem 3.16 shows that MR and M〈D1, . . . , Dn〉A have the
same uniform dimension. If MR contains enough prime submodules, then Theorem
4.5 characterizes the associated prime ideals of M〈D1, . . . , Dn〉A, and if MR is a
prime module with P = annR(M), then M〈D1, . . . , Dn〉A is prime module with
associated prime ideal P 〈D1, . . . , Dn〉 by Theorem 4.7.

Example 5.2. [12, Section 25.2] The basis of the Lie algebra g = so(5,C) consists of
the elements Jαβ = −Jβα, α, β = 1, 2, 3, 4, 5 satisfying the commutation relations
[Jαβ ,Jµν ] = δβµJαν + δανJβµ − δβνJαµ − δαµJβν . Having in mind the classical
PBW theorem for the universal enveloping algebra U(so(5,C)) of so(5,C), and
since U(so(5,C)) is a PBW extension of C [9, Section 5], then U(so(5,C)) is a
skew PBW extension over C, i.e., U(so(5,C)) ∼= σ(C)〈Jαβ | 1 ≤ α ≤ β ≤ 5〉. If
MC is a right module over C and M〈Jαβ〉A is a good module, then Theorem 3.16
characterizes the uniform dimension of the module M〈Jαβ〉A over A := U(so(5,C)),
and if MC contains enough prime submodules, then Theorem 4.5 describes the
associated prime ideals of M〈Jαβ〉A.

Example 5.3. Following Havliček et al. [18, p. 79], the C-algebra U ′
q(so3) is

generated by the indeterminates I1, I2, and I3, subject to the relations given by

I2I1 − qI1I2 = −q
1
2 I3, I3I1 − q−1I1I3 = q−

1
2 I2, I3I2 − qI2I3 = −q

1
2 I1,
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where 0 6= q ∈ C. It is straightforward to show that U ′
q(so3) cannot be ex-

pressed as an iterated skew polynomial ring. However, this algebra can be seen as
a skew PBW extension over C [14, Example 1.3.3]. If MC is a right module over C
and M〈I1, I2, I3〉A is a good module, then Theorem 3.16 characterizes the uniform
dimension of M〈I1, I2, I3〉A with A := U ′

q(so3). If MC contains enough prime sub-
modules, then Theorem 4.5 describes the associated prime ideals of M〈I1, I2, I3〉A,
and if MC is a prime module with P = annC(M), then M〈I1, I2, I3〉A is a prime
module with associated prime ideal P 〈I1, I2, I3〉 by Theorem 4.7.

Example 5.4. Zhedanov [44] defined the Askey-Wilson algebra AW(3) as the alge-
bra generated by three indeterminates K0,K1, and K2, subject to the commutation
relations given by

eωK0K1 − e−ωK1K0 = K2, e
ωK2K0 − e−ωK0K2 = BK0 + C1K1 +D1,

eωK1K2 − e−ωK2K1 = BK1 + C0K0 +D0,

where B,C0, C1, D0, D1 ∈ R and ω is an arbitrary real parameter. It is not
difficult to see that AW(3) cannot be expressed as an iterated skew polynomial
ring. On the other hand, using techniques such as those presented in [14, The-
orem 1.3.1], it can be shown that AW(3) is a skew PBW extension of endo-
morphism type over R, that is, AW(3) ∼= σ(R)〈K0,K1,K2〉. If MR is a right
module over R and M〈K0,K1,K2〉A is a good module over A := AW (3), then
udim(M〈K0,K1,K2〉A) = udim(MR) by Theorem 3.16. If MR contains enough
prime submodules, then Theorem 4.5 characterizes the associated prime ideals
of M〈K0,K1,K2〉A, and if MR is a prime module with P = annR(M), then
M〈K0,K1,K2〉A is a prime module with associated prime ideal P 〈K0,K1,K2〉 by
Theorem 4.7.

6. Future work

As a possible future work, we have in mind to study the couniform dimension

of modules introduced by Varadarajan [39, 43]. Annin [6] studied this dimension
on the inverse polynomial module M [x−1] over R[x;σ]. We think that a natural
task is to investigate the counifom dimension of the polynomial module M [x−1] on
structures more general than skew polynomial rings of automorphism type.

Macdonald [28] introduced the dual notion of primary decomposition known as
secondary representation, where the main ideals of his theory are called attached

primes. Since Annin [7] characterized the attached prime ideals on the inverse
polynomial module M [x−1] over R[x;σ], another natural task is to investigate the
attached prime ideals of modules M [x−1] over structures more general than skew
polynomial rings of automorphism type (for instance, the skew PBW extensions
and the semi-graded rings introduced by Lezama and Latorre [23]).
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[15] C. Gallego and O. Lezama, Gröbner bases for ideals of σ-PBW extensions, Comm. Algebra

39(1) (2011) 50–75.
[16] J. Gomez Torrecillas, Basic Module Theory over Non-commutative Rings with Computational

Aspects of Operator Algebras. In: Barkatou, M., Cluzeau, T., Regensburger, G., Rosenkranz,
M., eds. Algebraic and Algorithmic Aspects of Differential and Integral Operators. AADIOS

2012. Lecture Notes in Computer Science, Vol. 8372, (Springer, Berlin, Heidelberg, 2014) pp.
23–82.

[17] K. R. Goodearl and E. S. Letzter, Prime Ideals in Skew and q-Skew Polynomial Rings Vol.
521, American Mathematical Soc. (1994).
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