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ABSTRACT:

The investigation of hadron interactions within lattice QCD has been facilitated by the
well-known quantisation condition, linking scattering phase shifts to finite-volume ener-
gies. Additionally, the ability to utilise systems at finite total boosts has been pivotal in
smoothly charting the energy-dependent behaviour of these phase shifts. The existing im-
plementations of the quantization condition at finite boosts rely on momentum transforma-
tions between rest and moving frames, defined directly in terms of the energy eigenvalues.
This energy dependence is unsuitable in the formulation of a Hamiltonian. In this work, we
introduce a novel approach to generalise the three-momentum boost prescription, enabling
the incorporation of energy-independent finite-volume Hamiltonians within moving frames.
We demonstrate the application of our method through numerical comparisons, employing
a phenomenological 77 scattering example.
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1 Introduction

The successful description of hadronic resonances in terms of the quark model was instru-
mental in the establishment of QCD as the fundamental theory of the strong interactions.
Beyond the quark model however, it remains an ongoing challenge to resolve the nature
of hadron resonances in terms of the fundamental quark and gluon degrees of freedom [1].
Of particular interest, at present, is the demand to explain a number of exotic states being
identified in collider experiments that challenge the quark model paradigm [2]. Lattice
QCD studies are rapidly advancing towards this goal (for reviews, please see e.g. Refs. [3—
5]). However, states involving many-body decay channels represents a particular challenge,
and hence there is ongoing effort dedicated to describing 3-body systems and beyond on
the lattice [6-18, 18-38] (see Ref. [39] for a review).



The fundamental framework for the study of hadron interactions in lattice QCD is
built upon the quantisation condition introduced by Liischer [40, 41], and extended to a
describe range of different systems over recent years, please see a review paper, Ref. [4].
From the point of view of numerical implementation, the adaptation of the quantisation
condition to consider moving frames [42] has proven particularly powerful. In particular,
the extension to study boosted systems has enabled an almost-smooth mapping of the
energy dependence of scattering phase shifts. These smooth phase shifts permit a clear
identification of resonant structures [43], even in intricate coupled channels [44] where
simple level identifications are destined to break down [4].

The treatment of moving frames requires a prescription to translate between the
boosted boundary condition on the lattice and the conventional (continuum) partial-wave
decomposition in the centre of mass (CM). In this article we present a general framework
that connects different finite-volume boost prescriptions that underpin the quantisation
condition in moving frames. We consider three distinct boost transformations which con-
nect the discrete momentum sums of a boosted frame to the corresponding centre-of-mass
system, where one can match onto the familiar partial wave decomposition of the contin-
uum. In particular, we consider the kinematic boost originally introduced by Rummukainen
and Gottlieb (RG) [42], the 2-body Bethe-Salpeter prescription of Kim, Sachrajda and
Sharpe (KSS) [45], and we introduce a new method in terms of the on-shell non-interacting
states — this transformation has previously been identified as the “Wu boost” [27]. All
formulations are demonstrated to describe precisely the same power-law behavior of the
finite-volume energy spectra, with differences that are exponentially suppressed in m. L.
By the introduction of the new formulation, we establish the framework for applications
of the finite-volume Hamiltonian technique [46-48] at finite boost — such as appearing in
Ref. [49]. In this new method, an important feature is that the boost definition is defined
independently of the energy eigenvalue, which makes it suitable for direct application to
a Hamiltonian-based formulation. The eigenvectors from an energy-independent Hamilto-
nian form a complete orthonormal basis in the Hilbert space of the Hamiltonian, and are
useful in many previous studies [46, 47, 50, 51]. The energy-dependence of a Hamiltonian
usually comes from the incompleteness of the Hilbert space [52-54], and should not come
from the boost transformation. Furthermore, as pointed out in Refs. [27, 34], in the 3-
body system this transformation method ensures that the velocity of any two-body system
is smaller than speed of light for all choices of spectator momenta.

Here we summarise the main features of the present work. In general, Liischer’s quan-
tization condition can be summarized by

det |[F~'(B,P; L) - T(E,P)| =0, (1.1)

where T" describes the infinite-volume 2 — 2 scattering matrix, E and P are the total energy
and momentum of the system, respectively, and F' encodes the kinematics associated with
the finite-volume boundary conditions on a lattice of finite spatial extent, L. In the general
evaluation of F'~!, we require finite volume summations of the form

1 k*
L3 zk: jq*g(— 12*2' (1.2)



The summation is over the discrete momenta of the moving frame k = (27/L)n, whereas
k* denotes the transformation of k to the CM frame. The factor J describes a Jacobian
for the boost transformation, and ¢* is the magnitude of the on-shell momentum in the
centre-of-mass frame, for total energy given by E* = VE? — P2. As detailed in Sect. 2,
the amplitude f is expanded in terms of spherical harmonics in the CM frame, where it is
noted that the form of f does not itself have any dependence on the boost transformation.
The regularization of S in Eq. (1.2) is implicitly assumed, the details of which appear in
the main body of the paper.

The three different boost schemes we consider in this paper are each realised in the
particular form of the centre-of-mass momenta k* and Jacobian 7. The primary objective
of the present manuscript is to introduce a new form for k* and J that is suitable for
a relativistic lattice Hamiltonian. A key feature of the boost is that the transformation
is functionally defined in terms of k and P, k* = k*(k,P) and J = J(k,P). This is
in contrast to the existing formulations which manifestly depend on knowledge of E*,
k* =k*(k,P,E*) and J = J(k,P, E*). Here we prove that the new Hamiltonian scheme
provides a quantisation scheme that is equivalent to the established schemes!.

This paper is organized as follows. In Sec. 2, we give a detailed derivation of the quan-
tization condition in the moving-frame finite volume. In Sec. 3, we introduce a generalised
form for the three-momentum transformation required to evaluate the lattice eigenenergy
quantisation condition. This general form is then used to introduce the new scheme, and
also encode the schemes introduced by KSS [45] and RG [42]. Using a phenomenological
model for the w7 interaction, a numerical demonstration of the equivalence of the three
approaches is presented in Sec. 4. Finally, a brief summary in given in Sec. 5.

2 Derivation of a moving-frame finite volume quantization condition

It is well-known that the finite-volume energy levels calculated from lattice QCD (LQCD)
appear as poles of the finite-volume Green function which is related to the Bethe-Salpeter
(BS) equation. It was demonstrated in Refs. [45, 55, 56] that the moving-frame finite-
volume quantization condition, which relates the phase shifts to the spectrum predicted by
LQCD, can be derived from examining the differences in the Bethe-Salpeter equations in
finite volume and in infinite space.

In this section, we will follow the same approach, but will give a different derivation
which provides a generalized quantization condition in the moving frame.

2.1 The BS Equation in the Infinite Volume

We start from the BS equation for the two-particle scattering 1(p;) +2(P — pi) — 1(ps) +
2(P —py). In the rest frame with total momentum P* = (P*?,0) (* indicates this variable

!By equivalent, we take the usual interpretataion that any differences between the quantisation condition
are suppressed by the characteristic factor, e”™~. The equivalence of the first two schemes, RG and KSS,
was originally established in Ref. [45]. In Appendix D we show that RG and KSS are not only equivalent
up to exponentially-supressed terms, but are in fact identical. Given the vastly different form of the
transformations, this feature is not obvious at the outset.



in the rest frame), we have

d*k*
(2m)*

where V(p}, pf; P*) is the two-particle potential; k* is the four-momentum of the particle-1

T(,5i: ') = Vo70is P) + [ oV (0575 PGk POT(R 973 PY). (21)

in the intermediate state and we thus have

1 1
(k2 —m?2 +ie) (P — k)2 —m3 +ie)

Gao(k; P) = (2.2)

Graphically, Eq. (2.1) can be represented as Fig. 1(A).

To proceed, it is necessary to make the partial-wave expansion of the scattering am-
plitude. We choose the normalization (k|k') = (27)36®)(k —k") for plane-wave states and
the S-matrix is related to the amplitude T" of Eq. (2.1) by

(pjlSIp}) = (2m)°6° (B} — p}) — i278(E* () — E*(9)) [N (P}T (0}, p}; P*IN()(2,3)
where

E* (k) = wi (k) + w2 (k),
NK) = (2.4)

where w;(q) = /q? + m?.

At the on-shell point, we have

pil =Ip;l=q, p}’ =p; " =wi(q), (2.5)
PO = E*(q) = wi(q) +w2(q) (2.6)

Then we are able to define
T(py,pi; P ZTz )Y (BF) Y0 (D7) , (2.7)

2 1%
132’7'(' E ( )eml()

Ti(q) = . Vsin 0(q) , (2.8)

where 0;(¢) is the scattering phase shift defined by the partial-wave S-matrix Sj(E) = €2,

In practice, it is helpful to reduce BS equation to a 3-dimensional representation. In
defining the scattering equation, only the poles of Ga2(k*; P) in the upper half of k§ plane
are kept: (1) k§ = —wi(k*) + i€, (2) k§ = Py — wa(k*) + ie. Keeping both of the poles,

Eq. (2.2) can be written as >
1 1 (2m)i 6 (kg + wi(k¥))
Go(k*; P*
2( )= —2w (P* — k*) P§ 4+ w1 (k*) — wa(k*) Py + wi(k*) + wa(k*)
L1 1 ol — (P — k) o

2W2(k*) Pék + wl(k*) — (,Ug(k*) Pék — wl(k*) - CUQ(k*) + € '

*Here, we note that [ — 1) dx = 2rif(a), so

a+1e can be replaced as 27i d(x — a) in the integration.

1
r—a-+tie



The first pole corresponds to setting the four-momentum of particle 1 to pj = (—E1(k), k*)
which is in the anti-particle space, thus, it can be neglected directly, i.e., the first term in
Eq. (2.9) is removed. Based on Relativistic Quantum Mechanics formulated by Dirac [57],
P*Yin the above equation can be defined by the integration variable k* as P*9 = w; (k*) +
wa(k*), which can be used for the quantity in § function and the second denominator in the
second term of Eq. (2.9). Furthermore, the third denominator of this term will generate the
right hand singularity, where P*° can be defined by the on-shell momentum ¢ of Eq. (2.6)
as P* = wi(q) +wa(q) = E*(q).
Then we can obtain the familiar form:

i 1 (27) 8(kf — w1 (k™))
2wo (k*) 2wy (k*) E*(q) — w1 (k*) — wa(k*) + i€

Gyo(k*; P*) — (2.10)

By using Eq. (2.10) in the evaluation of Eq. (2.1), we then obtain the following three-
dimensional equation in the rest frame,

T(py, pis E*(q)) = V(P}. Pis E7(q)
/ dék* V(p}, k" E*(q) T(k*,p}: E*(q))
(27)3 4w (k*)wa(k*) E*(q) — wi(k*) — wo(k*) + i€

L(2.11)

Rigorously speaking, dropping the anti-particle-pole term 6G in Eq. (2.9) to get Eq. (2.10)
will modify the potential V to V defined through V =V +V §G V. Using V will not change
the following discussion as long as 4G is regular in the energy region of interest. To simplify
the notation, we proceed with V instead of V. Here we note that the three-dimensional
reduction of the Bethe-Salpeter Equation we have chosen is one of the possible approaches
as reviewed in Ref. [58]. It is instructive to write this equation in matrix form as follows,

T =V +VG.T, (2.12)
which is easily solved by
T=(1-VGy) V. (2.13)

The above derivation is considered to be in the center mass of system (CM) since
the potential V' matrix is diagonal in [m, which leads to Eqs. (2.7-2.8). In contrast, the
BS equation directly boosted to the moving frame from Sec. 2.1 will reduce to a boosted
version of Eq. (2.10) and Sec. 2.1 with both the potential V' and the propagator dependent
on the total momentum, which is not diagonalizable in the partial-wave basis. In this work,
we introduce a prescription that boosts the interaction kernel after the center-mass-system
reduction of the BS equation.

2.2 The Quantization Condition in the Finite Volume

The quantization in a finite volume has been presented numerous times in the past in
various forms. Here we restate a similar version that allows us to more directly connect to
the BS language described above and connect to a generalization of the implementation of
the quantization condition at finite boost.
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Figure 1: Diagram (A) indicates the usual Bethe-Salpeter equation in the continuum,
relating the 7' matrix to the scattering kernel, V. Diagram (B) shows the analogous finite
volume amplitude 7% can be expressed in the same form, with the 2-body propagator

:

replaced with a box-quantised representation, G£. Diagram (C) represents Eq. (2.17),
demonstrating that 7% can similarly be expressed in terms of infinite volume T-matrix,
with the 2-body propagator replaced with GI = GB — Gs.

The 2-point correlation function can be expressed in terms of the BS kernel through the
series shown in Fig. 1 in Ref. [45]. Similarly, in the finite volume, based on the correlation
functions computed on a lattice, we can define the finite-volume T-matrix, TV, as shown
in Fig. 1(B).

It is the poles of T that correspond to the energy eigenvalues resolved in a box,
up to the familiar caveats that we only consider energies below any inelastic thresholds,
and exponentially-suppressed finite-volume effects have been neglected. In particular, for
states with total energy below any inelastic threshold, it is only the 2-body propagator
which will experience power corrections associated with the finite boundary conditions.
The potential, VL, is only sensitive to the volume through virtual loop effects that are
exponentially-suppressed with the box size, which leads to an important approximation,
VI ~ V. Similarly to Eq. (2.12), the finite-volume T-matrix is then given by

Tt =v+vGeirt, (2.14)

where GQB is the 2-body propagator matrix, subject to the box quantization conditions.
We will soon come to the details of the propagator GQB , but first we demonstrate how T'F
is related to the physical T-matrix, T



From Eq. (2.14), we can derive,
=V 4V (Ga+GE = Go) TH =V +V (G + GE) TH, (2.15)

where we identify the familiar finite-volume propagator written as a sum minus integral,
GLY =GP — Go. Then compare Eq. (2.12) and (2.15), we can immediately obtain

T-TL=—-(1-vGy) tvGeiTt. (2.16)
By using Eq. (2.13), we this have
Tt =T+ TGLTE, (2.17)

which graphically is given by Fig.1(C) — an equivalent proof can be found in Ref. [40].
One can then identify that the finite-volume BS equation can be expressed with the infinite
volume T-matrix as the interaction kernel, see also Refs. [4, 45, 55].

Now we write down the detailed version of Eq. (2.14):

T" (v}, pf; P*) =V (p}, 05 P¥)

V(p}, k*; PY)GE (k*, P*)T"(k*,pj; P*), (2.18)
where

GB(k*, P*) = > (27363 (k* — k)Go(k, P*). (2.19)
k=(27/L)n (neZ3)

Performing the integral over these delta functions, one gets

T (0505 P =V ois P+ Y. V(ph k5 PY)Ga(k*, P )T (k*, pf; P¥) .
k*:%T“,n€Z3
(2.20)

Furthermore, when the total momentum of the system is non-vanishing in the box,
the momentum modes of the field quanta are more naturally expressed with respect to
the lattice rest frame — we denote these momenta by a superscript r, e.g. k. To connect
the partial wave amplitude, the scattering amplitude at infinite volume of CM system is
necessary. A boost transformation k” — k* is introduced in the finite volume, and the
Jacobian factor also appears in the summation as follows,

d3k* d3kr
/(2@3 - /(%)3 ngj’" (2.21)

where J" is the Jacobi factor and is discussed in the next section. Hence the finite volume
BS equation becomes,

kg 1

TSP = Vg P+ [ G0 STV PGk POT I  P).

(2.22)



It is worth emphasizing that although the arguments are written in terms of k*, the spa-
tial components should be implicitly understood to be functions of the lattice rest-frame
vectors, K.

To exploit the connection to the usual T-matrix highlighted by Eq. (2.17), we again
add and subtract the integral form,

dk § dk} d3k’“ dk Br\
S (5T) o [5 [ms+ [ (5T )7 22

and hence, as sketched above in Egs. (2.15,2.17), we have

T k% * * dk dgkr
T7L(pfvpzﬂp):Tpfapz7P +/ 0( 32 / )

xJ'T (pf7k*;P*)G2(/€*7P*)T“L(k pi; PY). (2.24)

Furthermore, if we perform the kj integral as specified in the equations leading to
Eq. (2.11), we have the corresponding 3-D reduction of the finite-volume T-matrix equation
as follows,

: . * d3kr
T7L(pf>pi;E ( )) T(pfvpzﬂE +’L<L3Z / >

LTy K5 E (q) T E(k*, p}; E*(q))
4wy (k*)wa(k*) E*(q) — wi(k*) — wa(k*) + i€

(2.25)

where, as above, we note that E*(q) = wi(q) + wa(q).

Here we have a brief diversion to note that the Poisson summation formula will ensure
that only the singularity term will contribute the subtraction between summation and inte-
gration. Thus, to obtain 3-D dimensional finite-volume T-matrix equation is not necessary
to use the same reduction as in the infinite volume case, as used to arrive at Eq. (2.10).
This comes as a consequences of the Poisson summation formula (see e.g. [45]),

(3125

where the m,;, should be the lowest single-particle mass in the physical system. Eq. (2.26)

3Lr
R ik (k) oc e~ Mmink (2.26)

is valid for any amplitude function g(k) without singularities for real k and falling off fast
enough at |k| — oo avoiding ultraviolet divergence. As L — oo, the right hand side of
Eq. (2.26) will be suppressed faster than any power of L~!, and can be safely neglected.
For example, as calculated in Ref. [59], the g(k) = (k? 4+ m)/2, the right hand side will be
oc e~™F. Thus, in the calculation of Eq. (2.24), we will just keep the singularity terms and
neglect the regular terms, i.e., we also can remove the first regular term in Eq. (2.9), and
then use the pole function Py — wa(k*) = wi(k™*) to perform the derivation in Eq. (2.10).
Clearly, we could have,

* 3 k
/ o (L-?’%—/ (glwk)‘*) Ga (K", P*) f (5, k], )
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( Z / ) 4wy (K*)ws (k) E*(q) — w1 (K*) — wy(K*) + ic (2.27)

To apply Eq. (2.27) to the integral of Eq. (2.25), one can add and subtract the numer-
ator evaluated at the pole location,

T3 KT 0 p1) T3, K)TH ', p7) = T3, gk )Tk p7)
E*(q) — w1(k*) — wa(k*) + i€ E*(q) — w1(k*) — wa(k*) + i€
residue vanishes at |k*| = ¢
T(p}, k)T (qgk*, p})
E*(q) — wi(k*) — wa(k*) + i€’

+ (2.28)

where k indicates the unit vector in the direction of k, and the explicit E*(q) dependence of
T and T* has been suppressed. Importantly, the first two terms combine to give vanishing
residue such that the integrand is free of any singularities and hence will give a contribution
that is exponentially suppressed in the volume according to Eq. (2.26). 2 As a consequence,
the dominant effects of the finite-volume quantisation described by Eq. (2.25) can be eval-
uated using only the on-shell values of T'; and with the k values in the sum/integral only
depending on the on-shell magnitude of k, we are reduced to determining the summation
over the rotations of k for T and T. Furthermore, it is notable that the above discussion is
based on the assumption that the first term in Eq. (2.28) has no singularities (or rapid mo-
mentum dependence), i.e., (T(p”},k*)TL(k*, p;) — T(p}, qR*)TL(qlA{*,p;")> x (¢? —k*?).
However, for including an effective long-range interaction, such assumption will be limited
in applicability, please check recent papers [60—63]. The general quantization condition in
the moving frame for such long-range effects remains the focus of ongoing work.

The rotational symmetry of the system is broken by the box — and further broken at
finite P. As a consequence, T™ % is no longer diagonal in Im, as compared to the usual
case, Eq. (2.7),

T (qp}, b5 E*(0) = > [T7(@ P) i Vi (B5) Y (D7) (2.29)
Im;l'm/
where P-dependence is introduced as the moving-frame total momentum *. Similarly, we
will have the partial-wave expansion as follows,

T(qp;'ka qR*; E*(Q)) = Z [T(q; P)]lm,l’m’ lm(ﬁ?)}/ﬁm’ (R*) ’ (230)
Im;l’m/

T gk, abpf B () = D [T (@ P)im s Yien () Y (7). (2.31)
Im;l'm/

Given the spherical symmetry of the infinite-volume theory, the components of T are
diagonal in [ and m. The angular components are mixed in the finite box, where by
combining Eqs. (2.29), (2.30) and (2.31), Eq. (2.25) gives

[TT’L(Q;P)]lm,l’m’ = [T(Q)]lm,l’m/

3 A similar transformation can, optionally, be performed for the the scale factors J" and (w1 (k*)wa(k*)).
4Although the left hand side of Eq. (2.29) does not display explicit dependence on P, it is implied by

the transformation denoted by r.



+ > T Dl F@G Pz (T (@ P g e > (2:32)

with

)H—l'

(2.33)

*

. ik i Y)Y, ) (B
(@ P = (L 32_/ (277)3) A (k%) wa (k) P — (w1 (k%) + wa(K)7)

k

The factor
when |[k*| — q.

AL A
‘%') is introduced to make Y}, (k*) well-defined at |k*| = 0 and will be 1

The matrix equation Eq. (2.32) can be solved as

T q:P)) = (7))~ [F(a:P))) (2.34)

Since the finite-volume eigenenergies correspond to the poles of TT’L(q; P), the quantization
condition can be expressed as:

det ([T(e)] ™ = [F(@:P)]) = 0. (2.35)

For the numerical implementation, we have used another notation commonly seen in
the literature (see e.g. Ref. [64]). By noticing Re[(e sin §)~!] = cot § based on Eq. (2.8),
Eq. (2.35) can be transformed into an alternative form:

det ([cot 6(q)] + [M(q; P)]) =0, (2.36)
where
[COt 5(q)]lm,l/m’ = cot 5l(Q)(5l,l’5m,m’ ) (237)
and
2
(M (q; P)im,prm = 2L ) g, [—i F(q; P)]

q
) e
P\ 32029 Yin(K)Y () (%)
<L3 > 7’/ ) Tr (k%) o (k) B(q) — (@1 (&) + wa (k)
(2.38)

We remind the readers that k* is a function of k", to be discussed in detail in the following
section.

Furthermore, to compare with common implementations, Eq. (2.38) can be trans-
formed as

1 1 . 1 1
o1 (k") (k%) B*(q) — (wn (k) + wa(k))  2E°(q) @2 — k2

(2.39)

~10 -



such that the pole location and residue is preserved at the on-shell point. Hence we have
an equivalent form for M (q; P):

N N s\ L
1672 [ 1 Brr\ Y (k)Y (k) (K
(M (@; P grom = — (L?,Z—P/ )JT : ( a ) . (2.40)
k

q (2m)? q? — k*?

This form matches the M used in Ref. [64], up to the generalization of the boost trans-
formation k" — k* and the corresponding Jacobian. Further details on the numerical
implementation of M are presented in Appendix B.

3 Three-momentum transformation

Now let us specify the exact three-momentum transformation k* — k" as an imitation
of the four-momentum Lorentz boost. Conceptually, this describes a system in the rest
of two-body system transformed to a moving frame. The key problem is that the energy
components are missing for these three-momenta. Thus, we will introduce two variables a*
and b* for the energy parts of P* and k*, respectively. Clearly, such transformation should
have some freedom because of the different choices of a¢* and b*. In addition, the choice of

a* and b* must satisfy the on-shell condition. The on-shell condition means when |k*| = ¢,
_ B ?(g+mi-m3

we should have a* = w1(q) + wa2(q) = E*(¢) and b* = wi(q) = ——ap g - Then we have
several typical choices of a* and b* as follows,
a* =E*(q) or wi(k™)+wa(k"), (3.1)
b* =wi(q) or wi(k"). (3.2)

In Appendix A, it is proven that any combinations of these choices for (a*,b*) will give

—mL

equivalent schemes up to the correction suppressed by factor e . Then it will be easy

to obtain the transformation based on standard four-momentum Lorentz transformation

as follows,
K" = (kj,K') = (yBb" + 7k, k) = Akj + BP + k', (3.3)
P ‘/a*2_|_P2 b*
52%, A=y=——17", B=—. (3.4)
va*<+ P a a

Here, the function k*(k") can be obtained from Eq. (3.3) easily.

In the next three subsections, we will give the quantization conditions based on the
above momentum transformation with three choices of a* and b*. First, we will give a new
form and refer to it as LWLY, while the other two are named as KSS and RG using
the same three-momentum transformation defined in Refs. [45] and [42], respectively. In
Appendix A, we will show that all approaches (LWLY, KSS, and RG) are equivalent up

to the exponentially suppressed correction (oc e™™F).

3.1 The new transformation and quantization implementation LWLY

Based on the derivation of the two-body propagator, Go, we observe that the form is
consistent with that in relativistic quantum mechanics formulated by Dirac [57]. Actually,

- 11 -



in the instant form of relativistic quantum mechanics of Dirac within which both particles
are on mass-shell with

Here we also note that the Hamiltonian approach to finite-volume effective field theory cal-
culations of two-particle scattering also has the scattering equation similar to that defined
by Egs. (2.11). Thus what will be developed below is most suitable to the Hamiltonian
approach of finite-volume spectra.

The transformation from (pj, p3) to (pi1, p2) in the moving frame with P = (P, P)
is well defined within relativistic quantum mechanics based on the mass-shell condition.
They are

p1 = (wi(k"),k")
p2 = (w2(P k"), P - k") (3.7)

where k" is expressed in terms of k*. It is rather straightforward that this transformation
is just the case we choose a* = wi(k*) + wa(k*) and b* = wy(k*), which will be named
LWLY, ie., r = LWLY. Accordingly, we find that

- i) +wa(kn)? + P2 wn (k*) .
K = T ) T o) I o) o) - T EL (3.8)
K* — Wl(kr) + WQ(P - kT) ﬁ B wl(kr) P+ K" ,
V@ (k) +w(P—k)? =P /(@i (k") +ws(P — k7))? — P2
(3.9)
o ok* . wl(k*)(,ug(k*) wl(k”) + U)Q(P — kr)
T =100 | = won (k) + wa(k") w1 (K)o (P —k7) (3.10)

The evaluation of M proceeds with these forms via equations provided in Appendix
B. The general equivalence between this new scheme and others, including RG and KSS,
in presented in Appendix A.

3.2 Boost form of KSS

In this case, we take the three-momentum transformation as follows (r = KSS),

o wl(k*)
N wl(kT)
E(q) ,, wi(k")
E*(q) | E*(q)

a* = E*(Q), b* = wl(k*), jr

_ Elg) (k")
E*(q) *(q)

where the energies for the two particles are wy (k") and E(q) —wi (k") in the moving frame,

r * w1 * * T

respectively, so only the first particle is taken to be on the mass shell. It has the similar
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form as Ref. [45]. To show the comparison, we explicitly provide Myo(g, P) defined in
Eq. (B.11) for the S-wave case,

M35>(q, P) = dm ) 1 3 wi (k*) el k) / Br* eo(@—K?)
" L3 k—QJ ,nez3 UJl(k) q2 —k*2 (27’[’)3 q2 — k*2
dt ¢!’ /dk* —tk*?
sl
K 2k* sin [L Dkss k*
X cos [L ( )n-P} sin [L Dkss k”]
E*(q) Dkss

Dkss = \/nz n (;*'(f;))z. (3.12)

In the first line of which the expression in the square brackets are exactly the same as Eq. (3)
of Ref. [45] in the equal-mass case. And Ref. [45] emphasized that « is not an additional
parameter and it should be close to zero. In fact, when o — 07, the other two terms in
our expression vanishes since an—>0+ dt — 0. Furthermore, when that term is included, the
expression will be independent of o exactly. We will show this in the numerical calculation
in Sec. 4. Therefore, our formalism with this three-momentum transformation encodes the
quantization condition of Ref. [45] successfully.

3.3 Boost form of RG

Here we take the three-momentum transformation as follows (r = RG),

* m2 — m?2 *
a* = E(q), b*=E2@+ 2E+g) ~ 1@ J’”Z?a((qq;’
m?_mQ
krzg(g)kﬁ+;<l+M>P+kia
" m2 — m2
k*:]j;<g)<ﬁ—;<1+5w(qf>P>+kr’ 1

where the total rest energy and the energy of particle 1 are both dependent only on the
on-shell momentum ¢. Neither of the two particles are on shell. This method is used in
various references, such as Refs. [42, 64, 65]. Mgo(q, P) is defined in Eq. (B.11) for the
S-wave case. It shows that the usual quantization condition can be derived explicitly. In
the S-wave case, we have

— 47 | 1
M3 (q, P) = o |3 >

k:%fn, nez?
1 [L n-P ( m2>] / ¢
- Z cos 1+ dt ¢!’
*2
mqL nezZ3,n#0 2 E
% /dk* eitk.*2 Qk* Sln [L DRG k*]
Drc

E*(q) ea(q27k*2) d3k* ea(quk*Q)
E(g) ¢ —k2 /(%)3 ¢? —k*?
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] 2
Dre = Dkss = \/nz n (;;) . (3.14)

By using the following equations:

di* e 2 2kF SlH[LDRc;k‘] \fL M
/ Dg, ~ u32¢

e ) (]

2
and choosing o = (%) , M(% can be expressed as

1 E*(q) (5)° 7(% ’

ME q,P)=——
00( ) 7TqL E(q) o 2me 73 (Lk*)
=T

1 ™ i Ye!
- Z cos(mn - A) / dte' (52)° <> et
q neZ3 n#£0 t
1 E*(q) Lq)
TZ, 1
-2 0 vz (52), (3.16)

where A = [ (1 + E*Q(TZ)Q )] and the zeta function Z§ is defined in Ref. [64] (also
defined in Ref. [ 5] but with a different notation). It will reduce into the zeta function
defined in Ref. [42] in the equal-mass case for moving frame. It also reduces into Liischer’s
zeta function [40, 41] for the rest frame, i.e., P = A = (0,0,0). Furthermore, the pure
S-wave quantization condition will be simplified as

. E(q) Lgym 1
TR 205 (3))

which reproduces the results of Refs. [42, 64, 65] exactly. It is straightforward to extend
Eq. (3.16) to any partial-wave case as

VMBS P) =~ 2O e (1)), (.19

(3.17)

Thus, from RG, we can reproduce the quantization condition of Refs. [42, 64, 65].

4 Numerical Comparison and Discussion

To numerically confirm the equivalence of all three approaches, and compare the differences,
we build a simple model for the 7 — 77 scattering. It includes two-pion states and one
bare state. The partial-wave amplitude ¢; is related to the phase shift by

200 =1 — imEz(q)tz(q, 0, E*(q)), (4.1)
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and can be solved from
ti(q, ¢, E) = + / k%lk (k) L
’ ’ E mpg E mp FE— 2\/ m2 + ]C2 +

to give

Wk, ¢, E), (4.2)

-1
k)i (k)
t1(q, ¢, E) = N E- —/dek fulk) i , 4.3
(g, ¢ E) = filg) fild) < ma B2 mZ Tt e (4.3)
where m, = 138.5 MeV and mp are the masses of the pion and the bare state respectively.
We choose the parameterization of f; as

l

g1 q
fl(q) = m£r+1/2 (1 N (Cl q)2)1/2+1 : (44)

Then we fit this model to phase shifts of the S-wave taken from Refs. [66-72] and the
P-wave taken from Ref. [69], the resulting parameters and phase shifts are shown in Table 1
and Fig. 2 respectively.

Table 1: The model parameters used for the numerical investigation.

1=0 1=1
mp(MeV) 948.96  852.50
a 0.64698 0.095626

o(fm)  0.43979 0.48477

160'|'|'|'|'|'

o (degree)

oLt : e
200 400 600 800 1000 400 600 800 1000
E (MeV)

Figure 2: S(left)- and P(right)-wave phase shifts solved with parameters from Table 1
are compared with S- and P-wave data taken from Refs. [66-72] and Ref. [69] respectively.
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Table 2: Numerical results of M; (i=a, b, ¢) and Mgy with L = 1 fm, E*(q) = 500 MeV,
P =27(1,1,1), a; = 0.01/(100)2> MeV~2 and ay = 0.1/(100)% MeV 2.

Scheme « Ma Mb Mc MOO
KSS a3 —12.59492 259249 —1.37813 —11.3806
oy —6.57847 0.45657 —5.25866 —11.3806
RG o3 —13.97305 2.59249 ~ —107% —11.3806
oy —11.23408 0.45657 —0.60305 —11.3806
LWLY ao; —-14.16106 2.59249 —0.69534 —12.2639
as  —5H.65005 0.45657 —7.07043 —12.2639

8 10
L (fm)

Figure 3: Spectra for systems with total momentums 2TW(O, 0,1), 2Tﬂ(l, 1,0) and
21(1,1,1) solved in the scheme KSS/RG (red dashed) and the scheme LWLY (black
solid) with the pure S-wave phase shift. Gray short dotted lines represent non-interacting
energies.

As the detailed derivation given in Appendix B, we will introduce a new parameter «
which just help to make numerical calculation. Now we check the a-independence of Mg
with L = 1 fm, E*(¢q) = 500 MeV and P = 27(1,1,1). We use two different values of a,
a1 = 0.01/(100)2 MeV~2 and ay = 0.1/(100)?> MeV~2. The results are shown in Table 2.
It confirms that these quantization conditions Egs. (3.12), (3.14) and (B.18) are indeed
independent of . Furthermore, to our surprise, Moo for Approaches KSS and RG are
exactly the same even though their values of M and M, are different. This suggests the
exact equivalence between schemes KSS and RG. In fact, it is true even for any partial
waves. We provide a proof in Appendix D.

With the solved phase shifts, we can provide the spectra calculated from the quanti-
zation conditions of the three schemes in the pure S-wave (shown in Fig. 3) and the pure
P-wave (shown in Fig. 4) cases. When L is larger than 2.5 fm or m,L > 2, the results of
the three schemes are indistinguishable as expected in this case.
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1000 —
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' _ (111 E

246810246810L(fm)

Figure 4: Spectra for systems with total momentums 2T’T(O, 0,1), 2%(1, 1,0) and
27(1,1,1) solved in the scheme KSS/RG (red dashed) and the scheme LWLY (black
solid) with the pure P-wave phase shift. Gray short dotted lines represent non-interacting
energies.

5 Summary and Discussions

In this work, a general formalism of momentum transformations in a moving finite vol-
ume is proposed. It is natural to start by considering starting from the perspective of the
rest-frame system, a suitable boost transformation is applied to consider a system at finite
total momenta, and it is this set of momenta that one can apply the finite-box quantisation
conditions. With suitable transformations, the discretization scheme produces eigenener-
gies that are equivalent up to exponentially suppressed corrections of the lattice size. The
suitable three-momentum transformations in Eq. (3.3) are constructed as an imitation of
the four-momentum Lorentz boost. To implement this four-momentum boost, the total
energy and the energy of one particle must be explicitly specified — however, there is some
arbitrariness in this specification, up to satisfying the appropriate on-shell limits.
Amongst these transformations, we consider three particular cases Egs. (3.10), (3.11)
and (3.13) in detail. Two of these correspond to the common implementations used in
the modern literature, KSS and RG. Importantly, we introduce a new approach (LWLY)
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which has several unique benefits in certain applications. If the schemes of KSS and
RG were to be applied within a Hamiltonian formulation, they necessitate the introduc-
tion of an energy-dependence to the Hamiltonian at finite momentum. Then the equation
det(H(E) — EI) = 0 is no longer a standard eigenvalue equation since the matrix here
depends on its own eigenvalues. The new scheme LWLY we introduced, that is equivalent
to the two schemes up to exponentially-suppressed corrections, does not have this prob-
lem. Furthermore, the eigenvectors of an energy-independent Hamiltonian form a complete
orthonormal basis of the Hilbert space of the Hamiltonian. This enables a probabilistic
interpretation that have been used in many previous studies [46, 47, 50, 51]. In addition,
in the hadron physics, the widely used compositeness proposed in Ref. [73] also requires
such a probabilistic interpretation. The new scheme can also be used in the three-body
system to avoid the negative energy or the velocity being larger than the light speed [27].
This consistency shows our general formalism is successfully producing specific quantization
conditions in the moving frame.

Acknowledgements

It is a pleasure to thank Derek Leinweber, Stephen Sharpe, Anthony Thomas and James
Zanotti for very helpful discussions; we are also grateful to Fernando Romero-Lopez and
Akaki Rusetsky for a critical reading and feedback on a draft version of this manuscript.
This work was partly supported by the National Natural Science Foundation of China
(NSFC) under Grants Nos. 12175239 and 12221005 (J.J.W), and by the National Key
R&D Program of China under Contract No. 2020YFA0406400 (J.J.W), and by the Chi-
nese Academy of Sciences under Grant No. YSBR-101 (J.J.W), and by the ARC Grant
DP220103098 (R.D.Y), and by the Excellence Hub project “Unraveling the 3D parton
structure of the nucleon with lattice QCD (3D-nucleon)” id EXCELLENCE/0421/0043
co-financed by the European Regional Development Fund and the Republic of Cyprus
through the Research and Innovation Foundation (Y.L). Y. L. further acknowledges com-
puting time granted on Piz Daint at Centro Svizzero di Calcolo Scientifico (CSCS) via the
project with id s1174, JUWELS Booster at the Jiilich Supercomputing Centre (JSC) via
the project with id pines, and Cyclone at the Cyprus institute (CYI) via the project with
ids P061, P146 and pro22a10951.

A The proof of equivalence between the quantization conditions of var-
ious three-momentum transformations

In the RG approach, the transformation:

. E(q) | « wi(q)
kra — kra = B+(q) “RG + E*(q)

is linear (i.e., the parameters a* and b* are both independent on k or k*), so it is easy to

P+ kg, (A.1)

find the inverse transformation:

K — w _ wi(q)
RG ™ E(g) "4 EB(g)

P + kgrg, | - (A.2)
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If we can prove that the RG approach is equivalent to any approach X considered in this
work with the following general form:

kyx = Ax([kx kx| + Bx ([kx|)P + kx 1 , (A.3)

the equivalence between all approaches is then proved. In other words, we need to prove
that Eq. (2.38) for the RG approach and the X approach are equivalent.

Following a similar discussion as made in Sec. 2.2, we need to prove that the subtraction
of kernel functions in Eq. (2.38) for the RG and X approaches:

A dun( kx)w2(k* ) Pg — (w1 (k) + wa(ky)) \ g ’
ak* ~ ~ /
i) = | 4mYE (ki) Vi (ki) ()
4W1(kRG) wa(khag) Iy — (wi(kgjg) + w2(kka)) q
is a regular term, i.e., free of pole at |k% | = |kge| = ¢. Here the notation Hagé(
the absolute value of the Jacobian determinant. The subtraction is then
. . 47
\khr|ri>q(H(kX) - H(kRG)) = 4&)1((])&12(q> A
A= lim Hakx ’ YV (K5 Yo (k) _ Hakﬁc H Vi (ki) Yo (Kirg) .
Ky [—g — (wi(kY) +wa(k¥)) ok || By — (wi(kgg) + w2(kikg))
(A.5)
Using Egs. (A.2) and (A.3), one can find
E*(‘I) 00
ki E(q) E*
Ha RG = det 0 10 = @) ) (A.6)
8k |kﬁgl:q 0 01 E(Q)
|k* G‘ =q
and
Okx,| Okx, Okxy 7|7 .
8kX o, Ok, 0Ky <8kX7” > -
= 0 1 0 =\ 7 )
k% 1=q akX||
0 0 1 k% 1=q
K} 0Ax , OBy -
= [Ax(Ky]) + A (k* P . (A7)
( O SRR TS a|k !

The next step is to notice that the moving-frame momentum is a common integral
variable for different approaches, it bridges k% with ki g as follows:

ol B * * * w
“Re = E((q)) (Ax (i + Bx (K )P) - El((;l))P +kx
= (E(q) AX(|kx|)> Ky + (E(q) Bx ([kx|) E(q))P—i_kX’L' (A.8)

~19 —



This relation will give us

lim Py — (wi(kkrg) + w2(kka))
ki l—g Py — (wi(ky) +wa(ky))

_ q q * _ *
(5o + afo) (Kaal =9 ig| — g

= lim - IPRGI 4
I [+ —(7wl‘1(q)+w2(q)(|k —q) k= K| —q
_ Olkpal( g )
Olkx| k% =g
E*(Q)> kY 8AX OBy
- Ax (k%)) + 2 (k2 X p ,
(Tt ) (et 52 (5 + e .
|kx‘ q
k
_ Ha akX , (A.9)
kiel= k% |=q
Combining Egs. (A.6), (A.7) and (A.9), we obtain,
2=~ (5 aw) ol
wi(q
< lim Ylm(kX)Yl'm’(k ) — Y (kRG)Yl’m’(kRG>‘ (A.10)
k% |—q |k | —q

In Eq. (A.8), since ki is expressed as a function of k%, we can consider the spherical
harmonic Y}, (EﬁG) as a function of the components of kx in spherical coordinate system:
(Ikx|, 0x, ¢x). We also notice k% = ki when k% | = ¢, then we have

o (e )
wl

So A is free of poles, and this proves the equivalence.

0Yy:, (ki) Yo (i)
Ik | =g o|kx|

(A.11)

\k\q

B Derivation of M Matrix

In this section, we give the detailed derivation of the M matrix Eq. (2.40). At first one
introduces the following equations,

[l1+12]

Yilmlyvlzmz = Z Z rclm llml,lgmgyimy

I=|l1—lp| m=—1

Iy la 1 Ll 1
Cim,lymy,lama = (_1)m+ml\/(2l1 +1)(2l2+1)(2l+1)< ) 0 ) < : : ) B

000 —mi1 mo —Mm
where the Wigner 3-j symbols are used. Then one can rewrite Eq. (2.40) as follows:
V] 41

Mlm U'm ’ Z Z Civn, lm, I'm M (QaP)

I=[1—1| ==l
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. dr [ 1 d3k \/47er k) (|k*|/q)"
My (q,P) = == | = p / mC)(KTl/a) (g )
q \L ¢ -k
k=4"n, €Z3
When [ > 0, the integral vanishes because of the property of Y;,,, so one has
Ar \/47rym k*)(|k*|/q)!

k*?

k=2Tn nez3

For Moo(q,P), one introduces the factor e(©=K"%) {6 divide the integrand as a singular
part and a non-singular part, and using the Poisson summation formula, the non-singular
part can be transformed as follows:

Moo(g, P)
— 4£ i —77/ & k Je ) jd k 1Ln~k1 - @a(q2_k*2)
3 *2 2 _ k2
q L k= —k nEZ3 ,n#0 q k
= MG(Q7 Pv Oé) + Mb(Qv P7 Oé) MC<Q7 P7 Ck), (B4)
with
_ dr 1 Je(a®—Kk?)
Ma(q, P, a):?ﬁ ) Pk

k=2Tn neZz3

- dr_ [ 3k (K
Mb(Q? Oé) = _qp/ (271_)3 2 _ k2

- . —ea(q27k*2)
My(q, P, a) = 4— > / ’L“'kl (B.5)

2 _ k* 2
neZ3 n#£0 q

Here, although each M (a,b,¢). is dependent on the new parameter «, their summation is
independent of a.. Also, except M, the other two M; both depend on the three-momentum
transformation. While M, can be calculated numerically, M, can be calculated as follows:

. dn [ d3k* (K7
Mb(Qv Oé) = _qp/ (271')3 2 _ |x2

B 4771/| k*M(q— ) -
o q27.r2 — k*2

) _4/%* pe2 () [(ﬁ k | _ (1)
qL <qL) _ 2

2

2

2

wL? / 72 ( qg)2_1> (:)gl , (B.6)
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in the third line of which |k*| — k* = |k*|L/27 is used, and the last step is done via the
consideration of

@] ey [ea@f)"’[(%i)”“] . 1]
27

2 N
[
T
2
o
T
and
AB
1
) dt@tB = eT (BS)
At last one calculates M, with k = Akﬁ + BP + k| as follows:
~ 4 1— (l(qQ—k* 2)
M.(q, P, o) = l > / el 2 =3
neZ3 n#0 =
_ _z}ir Z / d3k GiLn Ak +BP kY ) / Qe @P—K?)
nezZd n
_ 1 Z / dt/d3k* iLBP iL(Anjtn )k t(?—k?)
2
2mq neZ3 n#0
2 2k*sin|L D k*
_ / dt '’ /dk* cos[LBn - p| 2K SLDE] - o)
ﬂ-qL neZs3 n#0 D
where we have used the fact that M, is real, and
. P)2
D_\/n2+(A2—1)(nlm). (B.10)

To calculate M, numerically, one can first use the Gauss quadrature formula to trans-
form the ¢-integral into a weighted sum, then for each ¢ and n, one splits the range of
k*-integration into segments according to the zeros of the trigonometric functions, cal-
culates each segment by using Gauss quadrature formula and re-sums them to get the
k*-integral.

In summary, M(¢; P) can be further simplified as follows,

L+ 1

4 -
[M(q; P)]lm,l’m’ = Z Z C[fn,lm, l’m’?Ml}h(q’ P) ’ (B‘ll)

I=[l—v|m==1

_ 4 VAT Y (k%) (K| /q)!

My(q,P) = —5 Y gr—~ 2( >£’2 V-, (B.12)
qL K2t X g —k

“In,ne”Z
M00<Q7 P) - Ma(q; P7 a) + Mb(‘b O{) + MC(Q7 P7 a) ) (B13)

- 29 —



M,(q, P, a):;; Z ‘7a(q2kk22) (B.14)
nn€Z3

My (g, —LL \/ﬁ / 2 ( 2i)2_1) (:)3] , (B.15)

M,(q, P, o) = W;L nEZ;#O / dt ' / dk* e "% cos[LBn - P]ksinl[)LDk*],

(B.16)

D= \/n2+ (42— 1)@ PE)Z - \/n2+ <né*P)2. (B.17)

For example, the Myo(q, P) for LWLY can be written as,

dm 1 Z w1 (kMwa(k*) wi(k) + wa(P — k) ea(d®—k*?)

G L ek (k) wilk)en(P—k) ¢® —k*
= n,n

4 3% a(q?—k*?2)
—Wp/ékgeQ - / dt " /dk:*
q ( 7T) q= — Tq nezZ3.n
wl(k*) :| Qk* sin [L DLYLWk ]
wl(k*) —I—WQ(]{*)

My ™ (g, P) =

Y

_ 4% 2
et cos {Ln -P
Dixytw

2

n-P

Diyviw = n? + (B.lS)
VE2+md+ k2 4+ md

where in the summation, k* is calculated from Eq. (3.9).

C Quantization Conditions for Pure S- and Pure P-Waves

C.1 Pure S-Wave
For the pure S-wave, from Egs. (2.36) and (B.13), one has

cot 50((1) = _MG(Q7 Pv a) - Mb(Q? Oé) - MC(Qa Pa Ol) . (Cl)
C.2 Pure P-Wave

For the pure P-wave, Eq. (2.36) is a 3 x 3 matrix equation as follows:

Mi_1,1-1+ cotdy Mi_110 My 1141
0 = det Mio1-1 Mip,10 + cot 01 Mio,1+1 . (C.2)
My Mit100 Mig1,141 +cotdy

Applying Eq. (B.1) and Eq. (B.2), it then becomes
Moo — \/%Mm + cot 0y *\/%Mm *\/%Mm
0 = det \/%MQ_I Moo + \/%Mgo + cot 7 \/%Mﬂ
—\/§M2—2 —@M2—1 Moo — \/%Mzo + cot 01
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Symmetry groups in the finite volume are different for different P. In the rest case, i.e.
P = (0,0,0), the group is the cubic group Oj. In the moving case, however, only elements
in Oy, that keep P fixed will survive, and the resulting group is just the little group of Oy,.
Next, we will discuss three different P in detail.

« P = 2%(0, 0,1): we have My+; = Mois = 0, then Eq. (C.3) can be simplified to be

MOO — \/%Mﬂ) + cot (51 0 0
0 = det 0 Moo + \/%Mzo + cot 01 0 ,
0 0 Moo — \/%MQO + cot &y
(C.4)
so we have
_ 1
cot 01 = —Myg — \/;MQ(), (05)
_ 1 _
cot 01 = — My + \/;MQO . (CG)

The energies solved from Eq. (C.5) and Eq. (C.6) will correspond to the irreducible
representations A; and E respectively of the little group for (0,0, 1).

e P = 2%(1,1,0): we have Moy = 0 and Ms o = —Mog, then Eq. (C.3) can be
simplified to be

Moo — \/gMzo + cot &3 0 —\/§M22
0 = det 0 Moo + \/%MQO + cot 9y 0 ,
\/%MQQ 0 Moo — \/;7\7[20 + cot 03
(C.7)
then we have
§ T [6-
cot 61 = — Moo + gMQ(] +1 gMQQ , (CS)
cot 51 = —Mgo — gMQO, (Cg)
_ 1 6 -
cot 61 = —Mpg + gMQO —1 5M22 . (C.l())

The energies solved from Eq. (C.8), Eq. (C.9) and Eq. (C.10) will correspond to the
irreducible representations A;, By and By in the little group for (1,1,0).

e P = 2%(1,1,1)2 we have Mgil = (*1 :|:’L')M22, MQ,Q = *MQQ, and MQO = O, then
Eq. (C.3) can be simplified to be

— -3T _— —
Moo + cot 61 —\/EGZTMQQ —\/§M22
3w

0 = det \/gei%Mgg Mgo + cot d0q \/geiTMQQ ) (C.11)
\/%Mm *\/gei%w]\_fm Moo + cot 8
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and
_ 16 -
cot 51 = —M()(] — Z\/;MQQ s (C.12)
_ 6 —
cot 61 = —Myg + i2\/;M22 . (C.13)

The energies solved from Eq. (C.12) and Eq. (C.13) will correspond to the irreducible
representations A; and E in the little group for (1,1,1).

D Proof of Exact Equivalence between Approaches KSS and RG

KSS M[%G. Here we provide a proof for

In the numerical analysis in Sec. 4, we found M,
it. Then the proof will be generalized to any partlal—wave cases. It means that Approaches
KSS and RG are exactly equivalent.

From the definition Eq. (B.2), it is equivalent to prove that

d3k‘ jKSS jRG
_3 o
t 2 / Lﬂ —~ki%ss ¢ —kia (D-1)

k=2Tn ne7z?

vanishes exactly, where we have removed the principal value integration as the integrand
is free of poles. Using the Poisson summation formula, it becomes

d k ank [ jKSS B jRG ‘|
q* - ki?ss q* — kfaQG 7

(D.2)

n#0,neZ3

then one transforms the moving three-momentums back to the rest three-momentums to

get,
d k an ‘kkss _ piln kRG:| #
2 _ e*2
n#0,neZ3 g2 —k
2 2
3k E@ i) | 4 N . (l w)
= Z d (2) H+k ) ean.PW)l _eanP 2+2E*2(q) ;
q2 _ k*2
n#£0, nezZ3
* 7’L27'77L2
Lk* ( ) Z‘Ln,p@ iLn~P(l+ 1 5 2) 1
= ( e E*(q) —e 2 2E* (q) ﬁ
*
n#0,neZ3 7 —k
d k: .
= ZLk My [COS (ZQKSSW n- d) — COS (20[RG7T1’1 d)] SRR (D3)
n#0,neZ3 ¢ -k

where in the last step we have used the invariance under k* — —k* and n — —n, and

P:2—7Td 7\/1{*2% 1, mi—mj _ E(g) .

QKSS = , ORG = -+ , Nn,=—-"n}+n’.
L E*(q) 2 2E*2(q) 7 E*(q) '
(D.4)
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Re(k™*)

Figure 5: The contour at the complex k*-plane

Then performing the integration over solid angle, one gets

1 1 2k* sin(Ln~ k*
— Z —/dk:* [cos (2akssmn - d) — cos (2argmn - d)] sin(L ny #7) . (D.5)
4Am2L Ty q% — k*2
n#0, nez?
Now, let us focus on the integration part:
2k* sin(Ln~ k*
I= / dk* [cos (2akssmn - d) — cos (2argmn - d)] s;n( ];Z; )
q J—
+°° 2k*sin(Ln~ k*
=3 / [cos (2akssmn - d) — cos (2agrgmn - d)] q512n£ kZL; )
400 L* et Lny K
=Im [m dk™ [cos (2akssmn - d) — cos (2argmn - d)] E T (D.6)

As the poles on the real axis of k* cancel out, the only non-analyticities come from the
branch points k* — +im of akss. Noting that Im(L n k* &+ 2akssmn - d) — 400 when
|k*| — oo in the upper k*-complex plane for any n # 0, one can perform the contour
integration shown in Fig. 5 to get

—e+im +e+im kxet Lny B
I =Im (/ dk* — / dk:*) [cos (2axssmn - d) — cos (2apgmn - d)] — iy
—e+ioco +e4ioo q° — k*
(D.7)

The only obstruction to cancel the two integrals comes from cos(2akss7n - d) because
akss takes opposite values when crossing the branch cut. However the evenness of the
cosine function makes it safe for the cancellation. So one can conclude that I = 0.

To generalize the discussion to any partial waves, it is enough to prove that

Yim (k*) (k" /q)"
q2 — k* 2

3% .
/ 'k LK My [eos (20kgsmn - d) — cos (20rgmn - d)]

ok (D.8)

vanishes for any (I, m). Although the z-direction of Y}, is in general not the direction of
n,, the rotational property of Y}, allows it to be linearly combined by lem:n”, so one only

— 96 —



needs to deal with

BE e Y2 () (k* /q)!
/ ey [eos (2akgsmn - d) — cos (20rgmn - d)] 2 (&)(+"/q)

(27r)3 q2 — k*2
k*2dk* cos (2akssmn - d) — cos (2argm - d) , ., Lk m cos 0 < Z=h
- [y - (6 /q)! [ et ety 0, 6)

(D.9)

where 6 is the angle between k* and n,. This expression vanishes for m # 0, and Y}y are
just polynomials of cos#, so one needs to work with expressions like

1 N . 1 7 2sin A
/ [dCOSH] esz N~ cos 6 cos’ O = [( 8) sin

~1 i O\ A ‘|)\:Lk*n—y (D-10)
Noting that Yj,, only contains j-even terms when [ even and j-odd terms when [ odd,
and combining with the factor (k*/q)!, the resulting integrands are always even under
k* — —k*. This allows a similar process as the first step in Eq. (D.6) to extend the range
of the integration from [;* dk* to ffocf dk*, and for the second step in Eq. (D.6), one needs
to treat sin(Lk*n.) and cos(Lk*n.) as Im [e*L%"™] and Re [e!L¥" "] respectively. One will
find the resulting analytical structure is the same as before, so the same contour integration
and discussion follow, and one can conclude that Approaches KSS and RG are equivalent
exactly.
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