# On the Limits of Information Spread by Memory-less Agents 

Niccolò D'Archivio* and Robin Vacus ${ }^{\dagger}$

May 6, 2024


#### Abstract

We address the self-stabilizing bit-dissemination problem, designed to capture the challenges of spreading information and reaching consensus among entities with minimal cognitive and communication capacities. Specifically, a group of $n$ agents is required to adopt the correct opinion, initially held by a single informed individual, choosing from two possible opinions. In order to make decisions, agents are restricted to observing the opinions of a few randomly sampled agents, and lack the ability to communicate further and to identify the informed individual. Additionally, agents cannot retain any information from one round to the next. According to a recent publication in SODA (2024), a logarithmic convergence time without memory is achievable in the parallel setting (where agents are updated simultaneously), as long as the number of samples is at least $\Omega(\sqrt{n \log n})$. However, determining the minimal sample size for an efficient protocol to exist remains a challenging open question. As a preliminary step towards an answer, we establish the first lower bound for this problem in the parallel setting. Specifically, we demonstrate that it is impossible for any memory-less protocol with constant sample size, to converge with high probability in less than an almost-linear number of rounds. This lower bound holds even when agents are aware of both the exact value of $n$ and their own opinion, and encompasses various simple existing dynamics designed to achieve consensus. Beyond the bitdissemination problem, our result sheds light on the convergence time of the "minority" dynamics, the counterpart of the well-known majority rule, whose chaotic behavior is yet to be fully understood despite the apparent simplicity of the algorithm.


[^0]
## 1 Introduction

Exploring the computational power and limits of well-chosen models - ones that are simple enough for analytical tractability, and yet relevant to specific biological scenarios - can lead to insightful conclusion about the functioning of biological distributed systems [1, 2, 3, 3, 4, 5]. In line with this approach, we consider the bit-dissemination problem, introduced in [6] in order to evaluate the possibility to solve two fundamental problems concurrently: reaching agreement efficiently, while ensuring that an information possessed initially by a single individual is propagated to the whole group. In order to fit biological scenarios, the problem features extremely constrained communications. Agents engage in random interactions with just a few individuals at a time, as in the $\mathcal{P U} \mathcal{L} \mathcal{L}$ model. Furthermore, they can only disclose their current decision and no other information, following an assumption introduced in [7] to model situations in which individuals do not actively communicate [8].

In this paper, we further restrict attention to memory-less entities lacking the ability to perform computations over extended periods of time; or at least not in a sufficiently reliable manner. In particular, this assumption precludes the possibility to maintain clocks and counters, or to estimate the tendency of the dynamics. It is likely to be relevant in several biological ensembles, such as ant colonies [9, slime molds, cells and bacteria (10] or even plants [11. We acknowledge that it is always hard to rule out the possibility that species make use of memory, especially in the case of social insects. Yet, this modeling choice remains applicable even without presupposing specific cognitive abilities, as many species often stick to simple behavioral rules when attempting to reach a consensus, such as quorum sensing [12] or alignment rules [13].

Description of the problem. More precisely, we consider a group of $n$ agents holding binary opinions. One of the agents, referred to as the source, knows what opinion is "correct" and remains with it at all times. Execution proceeds in discrete rounds. We assume that agents have no memory of what happened in previous rounds, besides their current opinion. In the parallel setting, all non-source agents are activated simultaneously in every round, while in the sequential setting, only one non-source agent, selected uniformly at random, is activated. Upon activation, a non-source agent $i$ samples a set $S$ consisting of $\ell$ other agents drawn uniformly at random (with replacement). Then, based only on the opinions of the agents in $S$ and on its own opinion, Agent $i$ may choose to adopt a new opinion. In particular, Agent $i$ does not know whether or not $S$ contains the source. A protocol is successful if every non-source agent eventually adopts the correct opinion and remains with it forever. Finally, a protocol must converge independently of the initial opinions of the agents (including the correct opinion), which can be thought of as being chosen by an adversary.

Previous works. The main parameters of the problems are the activation pattern (which may be parallel or sequential) and the sample size $\ell$. To compare
protocols across various settings, we are typically interested in their convergence time, i.e., the total number of activations required to reach consensus w.r.t. the correct opinion. Here, we will express the convergence time in terms of parallel rounds: one parallel round corresponds to $n$ activations, which is equivalent to 1 round in the parallel setting, and $n$ rounds in the sequential setting.

The bit-dissemination problem without memory was first studied in [14, in the sequential setting, where nearly matching lower and upper bounds are given. On the one hand, the authors show that no protocol can converge in less than $\Omega(n)$ parallel rounds in expectation, regardless of the sample size. On the other hand, they show that the well-known Voter dynamics (see Protocol 1 in Section 1.1) achieves consensus in $O\left(n \log ^{2} n\right)$ parallel rounds with high probability. Since the Voter dynamics only needs the sample size to be 1 , these results imply that $\ell$ is not a critical parameter in the sequential setting.

Later, the authors of [15] show that the aforementioned lower bound does not hold in the parallel setting. In fact, they show that the minority dynamics (see Protocol 2 in Section 1.1) converges in $O\left(\log ^{2} n\right)$ parallel rounds w.h.p., as long as the sample size is at least $\Omega(\sqrt{n \log n})$. This finding reveals that the best convergence times achievable in the sequential versus parallel settings differ by an exponential factor. The bit-dissemination problem is all the more interesting to study as it is one of the most natural ones exhibiting this property.

Part of the explanation behind this curious phenomenon is that the stochastic processes involved are of different mathematical natures, in one setting compared to the other. In the sequential setting, the number of agents with opinion 1 may only vary by at most one unit in every round, since only one agent is activated at a time. Therefore, independently of the protocol being operated, the evolution of the system can always be described by a "birth-death" chain, i.e., a Markov chain whose underlying graph is a path of size $n$. In fact, all proofs in [14] heavily rely on this observation. In contrast, in the parallel setting, the process may jump from any configuration to any other - albeit with extremely small probability. On the one hand, this characteristic allows for fast convergence. For instance, qualitatively speaking, the minority dynamics succeeds by first reaching a configuration in which an appropriate proportion of the agents hold the wrong opinion; after what all non-source agents, perceiving the same minority, simultaneously adopt the correct opinion. On the other hand, it complicates the analysis of any protocol in the parallel setting, and even more so the task of deriving lower bounds. Following on from these works, we are ultimately interested in the following question:

## Is there any protocol achieving a poly-logarithmic convergence time in the parallel setting, when the sample size is $o(\sqrt{n})$ ?

Following the work of [15], the minority dynamics is a natural candidate for this task. We also believe that the interest of this dynamic is not limited to the bit-dissemination problem. Indeed, it is a suitable protocol for solving more traditional consensus problems (without a source), for which its convergence
time may only be smaller than for the bit-dissemination problem. In this regard, it is significantly faster that the Voter dynamics, provided that $\ell$ is large enough. While it is probably no more effective than majority-like dynamics [16], the latter lack sensitivity towards an informed individual, and in fact, fail in general to solve the bit-dissemination problem. However, despite its extreme simplicity, the conditions under which the minority dynamics is able to converge quickly have not been identified. While the analysis in [15] relies on a sample size of at least $\Omega(\sqrt{n \log n})$, the authors do not provide a lower bound for this parameter, nor do they justify informally why this quantity is necessary. Therefore, we also consider the following independent question.

## What is the minimal sample size for which the minority dynamics converges in poly-logarithmic time?

As a first step towards answering these questions, we focus on the case that the sample size is constant, or in other words, independent from $n$. Beyond analytical tractability, several reasons motivate this assumption. First, many existing opinion dynamics that have been traditionally studied in the context of consensus are defined with a small (fixed) number of samples [17. This is the case for the Voter dynamics and majority dynamics, but also for the undecided states dynamics, as well as all population protocols [18], in which agents interact by pairs. In addition, protocols relying on a sample size that increases with $n$ implicitly require the agents to have some knowledge about the size of the population, which is often undesirable or unrealistic in distributed systems. Finally, real biological entities are most likely interacting with few of their conspecifics even when they are part of a larger group. As an illustration, it has been shown empirically that the movement of any bird in a flock depends mostly on its 6 or 7 closest neighbors, regardless of how many individuals are present in the vicinity [19, 20, while other works point at a similar phenomenon in fishes 21.

### 1.1 Problem definition

We consider a finite set $I=\{1, \ldots, n\}$ of agents. Let $X_{t}^{(i)} \in\{0,1\}$ be the opinion of Agent $i$ in round $t$. We assume that Agent 1 is the source and holds the correct opinion throughout the execution. Denoting the sample size by $\ell$ (independent from $n$ ), a protocol $\mathcal{P}$ is defined as a family of functions

$$
g_{n}^{[b]}:\{0, \ldots, \ell\} \mapsto[0,1] .
$$

Informally, $g_{n}^{[b]}(k)$ represents the probability that an agent observing $k$ ' 1 ' out of its $\ell$ samples adopts opinion 1 in the next round, provided that the total number of agents is $n$, and that this agent has opinion $b$ in the current round. More formally, in round $t$, for every agent $i$ simultaneously:

1. A vector $S_{t}^{(i)} \in I^{\ell}$ of size $\ell$ is sampled uniformly at random (u.a.r.) (the same agent may appear several times in $\left.S_{t}^{(i)}\right)$.
2. Writing $k_{t}^{(i)}$ to denote the number of agents with opinion 1 in $S_{t}^{(i)}$, Agent $i$ updates its opinion according to

$$
X_{t+1}^{(i)} \leftarrow 1 \text { with probability } g_{n}^{\left[X_{t}^{(i)}\right]}\left(k_{t}^{(i)}\right), \quad 0 \text { otherwise. }
$$

For the sake of clarity, let us note a few important consequences of this definition.

- Non-source agents do not know where the opinions that they observe come from. In particular, they do not know if $S_{t}^{(i)}$ contains the source.
- Non-source agents do not have identifiers, or in other words, all of them must run exactly the same update rule. They are also not aware of the round number (indices are used for analysis purposes only).
- However, non-source agents are aware of their current opinion, as well as the exact value of $n$.
- Besides their opinion, non-source agents have no memory, in the sense that their behavior cannot depend on any information from previous rounds.

Since the agents have no memory and no identifiers, the configuration of the system in round $t$ can be described simply by a pair $\left(z, X_{t}\right)$, where $z \in\{0,1\}$ denotes the correct opinion, and $X_{t} \in\{0, \ldots, n\}$ denotes the number of agents with opinion 1. For a given $n \in \mathbb{N}$, and an initial configuration $C=\left(z, X_{0}\right)$, we define the convergence time of protocol $\mathcal{P}$ as the first round for which all agents have adopted the correct opinion and remain with it forever, that is:

$$
\tau_{n}(\mathcal{P}, C):=\inf \left\{t \geq 0, \text { for every } s \geq t, X_{s}=n \cdot z\right\}
$$

We say that a protocol $\mathcal{P}$ solves the bit-dissemination problem in time $T(n)$ if for any sequence of initial configurations $\left\{C_{n}\right\}, \tau_{n}\left(\mathcal{P}, C_{n}\right) \leq T(n)$ w.h.p ${ }^{1}$ Consequently, non-source agents are facing a "self-stabilizing" problem, since they are required to reach a unique legal configuration (the consensus compatible with the opinion of the source) from any possible initial configuration, and remain in it forever. We note, however, that the source must be considered as part of the environment (and not as a corruptible agent) in order to fit the traditional definition of self-stabilization.

We conclude this section by defining two important dynamics.

[^1]| Protocol 1: The Voter dy- <br> namics |
| :--- |
| Input: An opinion sample $S$ |
| $\quad$ of size $\ell$. |
| $X_{t+1}^{(i)} \leftarrow$ a random opinion |
| in $S$ |
| (Since $S$ is sampled u.a.r., |
| this protocol does not depend |
| on the value of $\ell$, which can |
| be assumed to be 1 w.l.o.g.) |

Protocol 2: The Minority dynamics [15]

Input: An opinion sample $S$ of size $\ell$.
if all opinions in $S$ are equal
to $x$ then
$X_{t+1}^{(i)} \leftarrow x$
else
$X_{t+1}^{(i)} \leftarrow$ minority opinion in $S$

In terms of our definition, the Voter dynamics writes

$$
\begin{equation*}
g_{n}^{[0]}(k)=g_{n}^{[1]}(k)=: g^{\text {voter }}(k)=\frac{k}{\ell}, \quad \text { for every } k \in\{0, \ldots, \ell\} \tag{1}
\end{equation*}
$$

Similarly, assuming ties to be broken u.a.r., the Minority dynamics is given by

$$
g_{n}^{[0]}(k)=g_{n}^{[1]}(k)=: g^{\text {minority }}(k)= \begin{cases}1 & \text { if } k=\ell \text { or } 0<k<\frac{\ell}{2}  \tag{2}\\ \frac{1}{2} & \text { if } k=\frac{\ell}{2} \\ 0 & \text { if } k=0 \text { or } \frac{\ell}{2}<k<\ell\end{cases}
$$

### 1.2 Our Results

We show that, when the sample size is bounded, any protocol that does not have access to memory needs almost-linear time to solve the bit-dissemination problem.
Theorem 1. Assume that the sample size $\ell$ is constant. If there exists a function $T: \mathbb{N} \mapsto \mathbb{N}$ and a protocol $\mathcal{P}$ solving the bit-dissemination problem in time $T(n)$, then for every $\varepsilon>0, T(n)=\Omega\left(n^{1-\varepsilon}\right)$.

To the best of our knowledge, this is the first non-trivial lower-bound for this problem in the parallel setting. Note that it also holds when agents can choose from more than 2 opinions, provided that they may not adopt an opinion that they have never seen or adopted ${ }^{2}$. Indeed, in that case, a lower bound could be obtained by assuming a binary initial configuration and reducing to Theorem 1 .

The proof of Theorem 1 is presented in Section 4, and uses a general result on Markov chains, described in Section 3, as a black box. Among other classical arguments, it relies on an original idea which can be summarized as follows. For every protocol $\mathcal{P}$, we define

$$
\begin{equation*}
F_{n}(p):=-p+\sum_{k=0}^{\ell}\binom{\ell}{k} p^{k}(1-p)^{\ell-k}\left(p g_{n}^{[1]}(k)+(1-p) g_{n}^{[0]}(k)\right) \tag{3}
\end{equation*}
$$

[^2]The sum in Eq. (3) corresponds to the probability that a non-source agent, taken uniformly at random, adopts opinion 1 , given that the current proportion of agents with opinion 1 is $p$. Informally, $F_{n}(p)$ measures the bias of $\mathcal{P}$ towards opinion 1, or in other words:

$$
\mathbf{E}\left(\left.\frac{X_{t+1}}{n} \right\rvert\, X_{t}=x_{t}\right) \approx \frac{x_{t}}{n}+F_{n}\left(\frac{x_{t}}{n}\right)
$$

(see Proposition 5 for a more accurate statement). The fact that $\ell$ is constant w.r.t. $n$ directly implies that $F_{n}$, as a polynomial in $p$, has a constant degree, and therefore a constant number of roots within the interval $[0,1]$. We are able to exploit this property by considering a well-chosen interval of constant length between two roots of $F_{n}$. If $F_{n}$ is negative on this interval, i.e., $\mathcal{P}$ tends to make the proportion of 1-opinions decrease, we show that the process will be slow to reach consensus every time the correct opinion is 1 . Conversely, if it is positive, we show that fast convergence fails whenever the correct opinion is 0 .

In terms of the dependency on $n$, we show that our lower bound is nearly tight (up to a sub-polynomial factor) by adapting a well-known result to our setting. Its proof does not introduce any novel argument and is deferred to Appendix B.

Theorem 2. The Voter dynamics Protocol 1) solves the bit-dissemination problem in $O(n \log n)$ rounds w.h.p.

However, when it comes to parameter $\ell$, a gap remains between our lower bound and the upper bound in [15], where it is shown that the minority dynamics solves the problem in $O\left(\log ^{2} n\right)$ rounds w.h.p. when $\ell$ is at least $\Omega(\sqrt{n \log n})$.

On the one hand, we believe that our techniques cannot be used to extend the lower bound to a higher value of $\ell$. Indeed, if $\ell=\Omega(\log n)$, it is already possible for a protocol to converge in just one round w.h.p. from configurations that are arbitrarily far away from the consensus. This observation destroys any hope of restricting the analysis to a small interval of the configuration space. In contrast, this phenomenon does not happen w.h.p. in our setting (see Proposition 4 .

On the other hand, to this day, there is no good reason to think that $\Theta(\sqrt{n \log n})$ is the smallest value of $\ell$ allowing for an efficient protocol (such as the minority dynamics). As previously mentioned, the authors of [15] do not provide any argument supporting this claim, and simulations suggest that its convergence might be fast even when the sample size is qualitatively small (although in general, numerical results shed little light on asymptotic behaviours). Yet, rigorously analysing its convergence time seems highly challenging, and is left for future work.

### 1.3 Other Related Works

The bit-dissemination problem was also studied under the assumption that agents can use a moderate amount of memory. An efficient protocol is identified in [7], and achieves consensus in $O$ (polylog $n$ ) parallel rounds with high
probability. It relies on agents being able to memorize $\log \log n$ bits of information from one round to the next and requires a sample size logarithmic in $n$. Other candidates are mentioned in [6] but are not analysed. The authors of 22] show that the problem can be solved in the context of population protocols with a memory of only constant size. Importantly however, population protocols do not fit the framework of passive communications. Specifically, interaction rules in this model depend on the exact states of the agents, and not just on their binary opinion.

The bit-dissemination problem is a specific case of the majority bit-dissemination problem, introduced in [6] and also addressed in [22]. In this variant, the number of source agents is arbitrarily large, and they may have conflicting preferences. The opinions of sources must not necessarily be in line with their preferences, and they can participate to the protocol in the same way as regular agents. The correct opinion is defined as the most widespread preference among sources. On the one hand, an efficient solution can be derived from the results in [22, 23], but require active communications, and relies on memory. On the other hand, the authors of [7] show that the majority bit-dissemination problem is impossible with passive communications.

More generally, many works within the opinion dynamics literature investigate the influence of the presence of "stubborn" or "biased" agents on the behaviour of the system. Typically, these works focus on a single arbitrary process, mainly the Voter dynamics [24, 25, 26, 27, 28, and to the best of our knowledge, do not establish general lower bounds. In contrast, our goal is to better understand the difficulty of spreading information as an algorithmic problem; therefore, we do not want to rule out any imaginable protocol within the constraints of our setting. Furthermore, they often investigate different questions, such as the impact of the number of sources or they position in the network on the convergence time, or assume that sources may have conflicting opinions.

## 2 Preliminaries

In this section, we make a few general observations that we will use later in our analysis.

Conditioning on Agent $i$ sampling exactly $k$ times the opinion " 1 ", for every $k \in\{0, \ldots, \ell\}$, we obtain that

$$
\begin{equation*}
\mathbb{P}\left(X_{t+1}^{(i)}=1 \mid X_{t}=x_{t}, X_{t}^{(i)}=b\right)=\sum_{k=0}^{\ell}\binom{\ell}{k}\left(\frac{x_{t}}{n}\right)^{k}\left(1-\frac{x_{t}}{n}\right)^{\ell-k} g_{n}^{[b]}(k) \tag{4}
\end{equation*}
$$

After convergence has happened, i.e., $X_{t} \in\{0, n\}$, this probability must be equal to 0 or 1 respectively so that a consensus is maintained. This imposes a constraint on any protocol attempting to solve the bit-dissemination problem, which can be formalized as follows (due to lack of space, the proof is deferred to Appendix C.

Proposition 3. Any protocol $\mathcal{P}$ solving the bit-dissemination problem must satisfy $g_{n}^{[0]}(0)=0$ and $g_{n}^{[1]}(\ell)=1$.

Accordingly, we will always assume that $g_{n}^{[0]}(0)=0$ and $g_{n}^{[1]}(\ell)=1$. Using this assumption, we can show a general upper bound on the fraction of agents with opinion 0 that can change opinion in a single time step.

Proposition 4. Let $c \in(0,1)$ and consider a protocol $\mathcal{P}$ solving the bit-dissemination problem. There is a constant $y=y(c, \ell) \in(c, 1)$ s.t. for every $n$ large enough, and $x_{t} \leq c n$,

$$
\mathbb{P}\left(X_{t+1} \leq y n \mid X_{t}=x_{t}\right) \geq 1-\exp \left(-2 n^{-1 / 2}\right)
$$

Proof. Let $t \in \mathbb{N}$, and $x_{t} \leq c n$. By Eq. (4), and since we assumed $g_{n}^{[0]}(0)=0$,

$$
\begin{aligned}
\mathbb{P}\left(X_{t+1}^{(i)}=0 \mid X_{t}=x_{t}, X_{t}^{(i)}=0\right) & =1-\sum_{k=0}^{\ell}\binom{\ell}{k}\left(\frac{x_{t}}{n}\right)^{k}\left(1-\frac{x_{t}}{n}\right)^{\ell-k} g_{n}^{[0]}(k) \\
& =\sum_{k=0}^{\ell}\binom{\ell}{k}\left(\frac{x_{t}}{n}\right)^{k}\left(1-\frac{x_{t}}{n}\right)^{\ell-k}\left(1-g_{n}^{[0]}(k)\right) \\
& \geq\left(1-\frac{x_{t}}{n}\right)^{\ell} \geq(1-c)^{\ell} .
\end{aligned}
$$

Let $Y$ be the number of agents with opinion 0 in round $t$, that keep opinion 0 in round $t+1$ (conditioned on $X_{t}=x_{t}$ ). By assumption, $n-X_{t} \geq(1-c) n$, so the last equation implies the following domination ${ }^{3}$

$$
Y \succeq \operatorname{Binomial}\left((1-c) n,(1-c)^{\ell}\right):=Z
$$

Let $a=a(c, \ell):=(1-c)^{\ell+1}$, so that $\mathbf{E}(Z)=a n$. Let $a^{\prime}:=a-n^{-1 / 4}$. For $n$ large enough, we have $a^{\prime}>a / 2$. By Hoeffding's bound, we have

$$
\mathbb{P}\left(Z \leq \frac{a n}{2}\right) \leq \mathbb{P}\left(Z \leq a^{\prime} n\right)=\mathbb{P}\left(Z \leq \mathbf{E}(Z)-n^{3 / 4}\right) \leq \exp \left(-2 n^{1 / 2}\right)
$$

Finally, setting $y=y(c, \ell):=1-a / 2$, we obtain

$$
\mathbb{P}\left(X_{t+1} \geq y n \mid X_{t}=x_{t}\right) \leq \mathbb{P}\left(Y \leq \frac{a n}{2}\right) \leq \mathbb{P}\left(Z \leq \frac{a n}{2}\right) \leq \exp \left(-2 n^{1 / 2}\right)
$$

which concludes the proof of Proposition 4.
Finally, the following proposition justifies the informal claim made in Section 1.2 according to which the function $F_{n}$, defined in Eq. (3) represents the "bias" of the corresponding protocol towards opinion 1.

[^3]Proposition 5. For every protocol $\mathcal{P}$, and every $x_{t} \in[n]$,

$$
\begin{align*}
& \mathbf{E}\left(X_{t+1} \mid X_{t}=x_{t}\right) \leq x_{t}+n F_{n}\left(\frac{x_{t}}{n}\right)+1  \tag{5}\\
& \mathbf{E}\left(X_{t+1} \mid X_{t}=x_{t}\right) \geq x_{t}+n F_{n}\left(\frac{x_{t}}{n}\right)-1 \tag{6}
\end{align*}
$$

Proof. For a non-source agent $i \in I \backslash\{1\}$, an opinion $b \in\{0,1\}$, and any $p \in[0,1]$, let

$$
P_{b}:=\mathbb{P}\left(X_{t+1}^{(i)}=1 \mid X_{t}=n p, X_{t}^{(i)}=b\right)=\sum_{k=0}^{\ell}\binom{\ell}{k} p^{k}(1-p)^{\ell-k} g_{n}^{[b]}(k)
$$

where the second equality is a restatement of Eq. (4). Note that by definition of $F_{n}$,

$$
\begin{equation*}
F_{n}(p)=p P_{1}+(1-p) P_{0}-p \tag{7}
\end{equation*}
$$

There are $X_{t}-z$ non-source agents with opinion 1 in round $t$, and $n-X_{t}-(1-z)$ non-source agents with opinion 0 . Hence,

$$
\begin{aligned}
\mathbf{E}\left(X_{t+1} \mid X_{t}=n p\right) & =z+(n p-z) P_{1}+(n-n p-(1-z)) P_{0} \\
& =n\left(p P_{1}+(1-p) P_{0}\right)+z\left(1-P_{1}\right)-(1-z) P_{0} \\
& =n p+n F(p)+z\left(1-P_{1}\right)-(1-z) P_{0} .
\end{aligned}
$$

Note that for any $z \in\{0,1\}$, since $P_{0}, P_{1} \in[0,1]$, we have

$$
-1 \leq z\left(1-P_{1}\right)-(1-z) P_{0} \leq+1
$$

from which Eqs. (5) and (6) follow by taking $p:=x_{t} / n$.

## 3 An Intermediate Results on Markov Chains

In this section, we present a general result that we will use later as a black box. Informally, the theorem says that if a Markov chain is a super-martingale over an interval of values, and given that it cannot skip the interval entirely, then the time required to cross the interval is at least the time needed by a martingale to escape it.

Theorem 6. Let $\left\{X_{t}\right\}_{t \in \mathbb{N}}$ be a Markov chain on $\mathbb{Z}$ and $\varepsilon>0$. If there are $a_{1}<a_{2}<a_{3} \in \mathbb{R}$ s.t.
(i) for every $x_{t} \in\left\{\left\lceil a_{1} n\right\rceil, \ldots,\left\lfloor a_{3} n\right\rfloor\right\}, \mathbf{E}\left(X_{t+1} \mid X_{t}=x_{t}\right) \leq x_{t}+1$,
(ii) for every $x_{t}<a_{1} n, \mathbb{P}\left(X_{t+1}>a_{2} n \mid X_{t}=x_{t}\right)=\exp \left(-n^{\Omega(1)}\right)$,
(iii) $\mathbb{P}\left(\left|X_{t+1}-\mathbf{E}\left(X_{t+1} \mid X_{t}\right)\right|>n^{1 / 2+\varepsilon / 4}\right)<2 \exp \left(-2 n^{\varepsilon / 2}\right)$,
then for $X_{0}=\frac{a_{2}+a_{3}}{2} \cdot n$ and $n$ large enough, we have w.h.p.

$$
\inf \left\{t \in \mathbb{N}, X_{t} \geq a_{3} n\right\} \geq n^{1-\varepsilon}
$$

Proof. Let $T=n^{1-\epsilon}$. Let $Y_{t}:=X_{t}-t$. We will consider the Doob decomposition of $Y_{t}$ : for every $t \geq 1$, let

$$
\begin{gathered}
A_{0}:=0 \quad \text { and for all } t>0, \quad A_{t}:=\sum_{k=1}^{t}\left(\mathbf{E}\left(Y_{k} \mid Y_{k-1}\right)-Y_{k-1}\right), \\
M_{0}:=Y_{0} \quad \text { and for all } t>0, \quad M_{t}:=Y_{0}+\sum_{k=1}^{t}\left(Y_{k}-\mathbf{E}\left(Y_{k} \mid Y_{k-1}\right)\right) .
\end{gathered}
$$

With this definition, one can check that $Y_{t}=M_{t}+A_{t}$, and that $\left\{M_{t}\right\}_{t \in \mathbb{N}}$ is a martingale. The main ideas of the proof are depicted on Figure 1.


Figure 1: Sketch of the proof of Theorem 6. (a) By assumption (ii), with high probability, $Y_{t}$ cannot jump from below $a_{1} n-t$ to above $a_{2} n-t$ in a single step, let alone $a_{2} n$. (b) In Claim 7, we use assumption (i) and the properties of the Doob's decomposition to show that, if $a_{1} n-t \leq Y_{t} \leq M_{t}$, then $Y_{t}$ cannot jump above $M_{t}$ in a single step. (c) In Claim 8, we use the Azuma-Hoeffding inequality to show that $M_{t}$ remains in the interval $\left[a_{2} n+T, a_{3} n-T\right]$ for at least $T$ rounds w.h.p. Overall, (a) (b) and (c) implies that $Y_{t}$ must remain below $a_{3} n-T$ for at least $T$ rounds w.h.p., yielding the desired conclusion.

First, we show that by construction and Assumption (i), $Y_{t}$ can never "jump over" $M_{t}$ in one round, as long as it starts from the interval $\left\{a_{1} n-t, \ldots, a_{3} n-t\right\}$.

Claim 7. For every $t \in \mathbb{N}$,

$$
M_{t} \geq Y_{t} \text { and } Y_{t} \in\left\{a_{1} n-t, \ldots, a_{3} n-t\right\} \Longrightarrow M_{t+1} \geq Y_{t+1}
$$

Proof. Let $y_{t} \in\left\{a_{1} n-t, \ldots, a_{3} n-t\right\}$ and $m_{t} \geq y_{t}$, and consider the event

$$
\mathcal{E}:=\left\{Y_{t}=y_{t} \bigcap M_{t}=m_{t}\right\} .
$$

We have

$$
\begin{align*}
\mathbf{E}\left(Y_{t+1} \mid Y_{t}=y_{t}\right) & =\mathbf{E}\left(X_{t+1}-(t+1) \mid X_{t}=y_{t}+t\right) \\
& =\mathbf{E}\left(X_{t+1} \mid X_{t}=y_{t}+t\right)-(t+1) \\
& \leq\left(y_{t}+t+1\right)-(t+1)  \tag{i}\\
& =y_{t} .
\end{align*}
$$

Therefore,

$$
\left(A_{t+1}-A_{t} \mid \mathcal{E}\right)=\left(\mathbf{E}\left(Y_{t+1} \mid Y_{t}\right)-Y_{t} \mid \mathcal{E}\right)=\mathbf{E}\left(Y_{t+1} \mid Y_{t}=y_{t}\right)-y_{t} \leq 0
$$

Since $m_{t} \geq y_{t}$, this implies

$$
\left(A_{t+1} \mid \mathcal{E}\right) \leq\left(A_{t} \mid \mathcal{E}\right)=\left(Y_{t}-M_{t} \mid \mathcal{E}\right)=y_{t}-m_{t} \leq 0
$$

and thus,

$$
\left(Y_{t+1} \mid \mathcal{E}\right)=\left(M_{t+1}+A_{t+1} \mid \mathcal{E}\right) \leq\left(M_{t+1} \mid \mathcal{E}\right)
$$

which concludes the proof of Claim 7 .
Now, using Azuma's inequality and Assumptions (ii) and (iii), we establish high probability bounds on the martingale $M_{t}$.

Claim 8. With high probability, for every $t \leq T, a_{2} n+T<M_{t}<a_{3} n-T$.
Proof. By construction, and since $X_{t}$ and $Y_{t}$ only differ by a deterministic quantity,

$$
M_{t+1}-M_{t}=Y_{t+1}-\mathbf{E}\left(Y_{t+1} \mid Y_{t}\right)=X_{t+1}-\mathbf{E}\left(X_{t+1} \mid X_{t}\right)
$$

By assumption (iii) in the statement, this implies

$$
\mathbb{P}\left(\left|M_{t+1}-M_{t}\right|>n^{\frac{1}{2}+\frac{\varepsilon}{4}}\right) \leq 2 \exp \left(-2 n^{\frac{\varepsilon}{2}}\right)
$$

By the union bound,

$$
\mathbb{P}\left(\exists s \leq t,\left|M_{s+1}-M_{s}\right|>n^{\frac{1}{2}+\frac{\varepsilon}{4}}\right) \leq 2 t \exp \left(-2 n^{\frac{\varepsilon}{2}}\right)
$$

Let $\alpha=\left(a_{3}-a_{2}\right) / 4$, so that
$M_{0}+\alpha n=X_{0}+\alpha n=\frac{a_{2}+a_{3}}{2} n+\alpha n=a_{3} n-\alpha n, \quad$ and $M_{0}-\alpha n=a_{2} n+\alpha n$.
By the Azuma-Hoeffding inequality applied to $\left\{M_{t}\right\}_{t \in \mathbb{N}}$, we then have for every $t \leq T$,

$$
\begin{aligned}
\mathbb{P}\left(\left|M_{t}-M_{0}\right|>\alpha n\right) & \leq 2 \exp \left(-\frac{\alpha^{2} n^{2}}{2 t n^{1+\frac{\varepsilon}{2}}}\right)+2 t \exp \left(-2 n^{\frac{\varepsilon}{2}}\right) \\
& \leq 2 \exp \left(-\frac{\alpha^{2} n^{2}}{2 T n^{1+\frac{\varepsilon}{2}}}\right)+2 T \exp \left(-2 n^{\frac{\varepsilon}{2}}\right) \quad(\text { since } t \leq T) \\
& =2 \exp \left(-\frac{\alpha^{2}}{2} \cdot n^{\frac{\varepsilon}{2}}\right)+2 T \exp \left(-2 n^{\frac{\varepsilon}{2}}\right) . \quad\left(\text { since } T=n^{1-\varepsilon}\right)
\end{aligned}
$$

By the union bound,
$\mathbb{P}\left(\exists t \leq T,\left|M_{t}-M_{0}\right|>\alpha n\right) \leq 2 T \exp \left(-\frac{\alpha^{2}}{2} \cdot n^{\frac{\varepsilon}{2}}\right)+2 T^{2} \exp \left(-2 n^{\frac{\varepsilon}{2}}\right)=o\left(n^{-2}\right)$.
Finally, note that for $n$ large enough, $T=n^{1-\epsilon}<\alpha n$, and hence,

$$
\begin{aligned}
& \mathbb{P}\left(\exists t \leq T, M_{t} \notin\left\{a_{2} n+T, \ldots, a_{3} n-T\right\}\right) \\
& \leq \mathbb{P}\left(\exists t \leq T, M_{t} \notin\left\{a_{2} n+\alpha n, \ldots, a_{3} n-\alpha n\right\}\right) \\
& =\mathbb{P}\left(\exists t \leq T,\left|M_{t}-M_{0}\right|>\alpha n\right) \\
& =o\left(n^{-2}\right),
\end{aligned}
$$

which concludes the proof of Claim 8 .
Next, we use Claims 7 and 8 and Assumption (ii) of the theorem to show that $Y_{t}$ can never jump over $M_{t}$, with high probability.

Claim 9. With high probability, for every $t \leq T, M_{t} \geq Y_{t}$.
Proof. We will be conditioning on the two following events:

$$
\begin{aligned}
& \mathcal{E}_{1}:=\left\{\forall t \leq T, \quad Y_{t}<a_{1} n-t \Longrightarrow Y_{t+1} \leq a_{2} n-t\right\}, \\
& \mathcal{E}_{2}:=\left\{\forall t \leq T, \quad a_{2} n+T<M_{t}<a_{3} n-T\right\}
\end{aligned}
$$

Note that $\mathcal{E}_{2}$ happen w.h.p. as a consequence of Claim 8. Moreover,

$$
\begin{array}{rlr}
\mathbb{P}\left(\mathcal{E}_{1}\right) & =1-\mathbb{P}\left(\bigcup_{t=0}^{T}\left\{Y_{t} \leq a_{1} n-t\right\} \cap\left\{Y_{t+1}>a_{2} n-t\right\}\right) & \\
& =1-\mathbb{P}\left(\bigcup_{t=0}^{T}\left\{X_{t} \leq a_{1} n\right\} \cap\left\{X_{t+1}>a_{2} n\right\}\right) & \\
& \geq 1-\sum_{t=0}^{T} \mathbb{P}\left(X_{t} \leq a_{1} n \cap X_{t+1}>a_{2} n\right) & \\
& \geq 1-\sum_{t=0}^{T} \mathbb{P}\left(X_{t+1}>a_{2} n \mid X_{t} \leq a_{1} n\right) & \\
& \geq 1-T \exp \left(-n^{\Omega(1)}\right) & \text { (by the union bound) } \\
& \geq 1-o\left(n^{-2}\right) . & \left.\quad \text { (since } T=n^{1-\varepsilon}\right)
\end{array}
$$

Hence, $\mathcal{E}_{1}$ also happens w.h.p., and so does $\mathcal{E}_{1} \bigcap \mathcal{E}_{2}$. To conclude the proof, we will show that

$$
\begin{equation*}
\mathcal{E}_{1} \cap \mathcal{E}_{2} \Longrightarrow \forall t \leq T, M_{t} \geq Y_{t} . \tag{10}
\end{equation*}
$$

We will proceed by induction on $t$. By definition, we have $M_{0}=Y_{0}$. Now, let $t<T$, and consider the case that $\mathcal{E}_{1}$ and $\mathcal{E}_{2}$ hold, and that $M_{t} \geq Y_{t}$.

- If $Y_{t}<a_{1} n-t$, we have

$$
Y_{t+1} \underset{\left(\overline{\mathcal{E}_{1}}\right)}{\leq} a_{2} n-t \leq a_{2} n+T \underset{\left(\mathcal{E}_{2}\right)}{<} M_{t+1}
$$

- Otherwise, by induction hypothesis and $\mathcal{E}_{2}$, we have $a_{1} n-t \leq Y_{t} \leq M_{t}<$ $a_{3} n-T<a_{3} n-t$. In this case, $M_{t+1} \geq Y_{t+1}$ follows as a consequence of Claim 7.

By induction, we deduce that Eq. (10) hold, which concludes the proof of Claim 9.

Finally, we are ready to conclude. By Claim 9, with high probability, for every $t \leq T, X_{t} \leq M_{t}+t$. Therefore,

$$
\inf \left\{t \in \mathbb{N}, X_{t}>a_{3} n\right\} \geq \inf \left\{t \in \mathbb{N}, M_{t}>a_{3} n-t\right\} \quad \text { w.h.p. }
$$

Moreover, by Claim 8 .

$$
\inf \left\{t \in \mathbb{N}, M_{t}>a_{3} n-t\right\}>T \quad \text { w.h.p. }
$$

which gives the desired result.
By symmetry, the following result can be deduced directly from Theorem 6
Corollary 10. Let $\left\{X_{t}\right\}$ be a Markov chain on $\mathbb{Z}$ and $\varepsilon>0$. If there are $a_{1}<a_{2}<a_{3} \in \mathbb{R}$ s.t.
(i) for every $x_{t} \in\left\{\left\lceil a_{1} n\right\rceil, \ldots,\left\lfloor a_{3} n\right\rfloor\right\}, \mathbf{E}\left(X_{t+1} \mid X_{t}=x_{t}\right) \geq x_{t}-1$,
(ii) for every $x_{t}>a_{3} n, \mathbb{P}\left(X_{t+1}<a_{2} n \mid X_{t}=x_{t}\right)=\exp \left(-n^{\Omega(1)}\right)$,
(iii) $\mathbb{P}\left(\left|X_{t+1}-\mathbf{E}\left(X_{t+1} \mid X_{t}\right)\right|>n^{1 / 2+\varepsilon / 4}\right)<2 \exp \left(-2 n^{\varepsilon / 2}\right)$,
then for $X_{0}=\frac{a_{1}+a_{2}}{2} \cdot n$ and for $n$ large enough, we have w.h.p.

$$
\inf \left\{t \in \mathbb{N}, X_{t} \leq a_{1} n\right\} \geq n^{1-\varepsilon}
$$

Proof. It is easy to check that if the assumptions of Corollary 10 hold for $\left\{X_{t}\right\}_{t \in \mathbb{N}}$ and some constants $a_{1}<a_{2}<a_{3}$, then the assumptions of Theorem 6 hold w.r.t. $\left\{-X_{t}\right\}_{t \in \mathbb{N}}$ and $-a_{3}<-a_{2}<-a_{1}$ respectively - and the conclusion follows.

## 4 The Main Proof

### 4.1 The Voter Dynamics

First, we focus on the Voter dynamics (Protocol 1) and show that it satisfies the lower bound stated in Theorem 1, which we will prove in its full generality
in Section 4.2. We start by observing that for $g^{\text {voter }}$ defined in Eq. (1) and by definition in Eq. (3)

$$
F_{n}^{\mathrm{voter}}(p)=-p+\sum_{k=0}^{\ell}\binom{\ell}{k} p^{k}(1-p)^{\ell-k} \cdot \frac{k}{\ell}=-p+p=0
$$

Then, we conclude by applying the following result.
Lemma 11. Consider a protocol $\mathcal{P}$ satisfying $F_{n}=0$ for every $n$ large enough. There exists a sequence of configurations $\left\{C_{n}\right\}$ such that for every $\epsilon>0$, with high probability,

$$
\tau_{n}\left(\mathcal{P}, C_{n}\right)>n^{1-\varepsilon}
$$

Proof. We want to apply Theorem 6 with $a_{1}=1 / 4, a_{2}=1 / 2, a_{3}=3 / 4$. If the three hypotheses hold, we have for the initial configuration $C_{n}:=\left(z=1, X_{0}=\right.$ $\left.\frac{a_{2} n+a_{3} n}{2}\right)$,

$$
\tau_{n}\left(\mathcal{P}, C_{n}\right) \geq \inf \left\{t \in \mathbb{N}, X_{t}>a_{3} n\right\} \geq n^{1-\varepsilon}
$$

Now, let us show that the hypotheses hold:
(i) Since $F_{n}=0$ for $n$ large enough, we have by Proposition 5

$$
\mathbf{E}\left(X_{t+1} \mid X_{t}=x_{t}\right) \leq x_{t}+1
$$

(iii) We can apply Hoeffding's bound conditioning on $X_{t}, X_{t+1}$ is sum of $n$ Bernoulli random variables, then, choosing $\delta=n^{1 / 2+\varepsilon / 4}$, for any $\varepsilon>0$,

$$
\mathbb{P}\left(\left|X_{t+1}-\mathbf{E}\left(X_{t+1} \mid X_{t}\right)\right|>n^{1 / 2+\varepsilon / 4}\right)<2 \exp \left(-2 n^{\varepsilon / 2}\right)
$$

proving (iii).
(ii) If $x_{t}<a_{1} n$ and $n$ large enough, (ii) follows again from Hoeffding's bound

$$
\mathbb{P}\left(X_{t+1}>a_{2} n \mid X_{t}=x_{t}\right) \leq \mathbb{P}\left(X_{t+1}>n^{1 / 2+1 / 4}+\mathbf{E}\left(X_{t+1} \mid X_{t}=x_{t}\right) \mid X_{t}=x_{t}\right)<2 \exp \left(-2 n^{1 / 2}\right)
$$

### 4.2 General Case

Our main result (Theorem 1) will follow as a consequence of Theorem 12 below.
Theorem 12. For every $\varepsilon>0$ and every protocol $\mathcal{P}$, there exists an infinite set $\mathcal{S} \subseteq \mathbb{N}$ and a sequence of configurations $\left\{C_{n}\right\}$ such that for every $n \in \mathcal{S}$,

$$
\mathbb{P}\left(\tau_{n}\left(\mathcal{P}, C_{n}\right)>n^{1-\varepsilon}\right) \geq 1-\frac{1}{n^{\Omega(1)}}
$$

In other words, the convergence time of $\mathcal{P}$ restricted to $\mathcal{S}$ is greater than $n^{1-\varepsilon}$ w.h.p.

Proof. Recall the definition of $F_{n}$ in Eq. (3). If there is $N \in \mathbb{N}$ s.t. for every $n \geq$ $N, F_{n}=0$, then we can conclude by applying Lemma 11. Otherwise, there is an infinite set $\mathcal{S}_{0} \subseteq \mathbb{N}$ s.t. for every $n \in \mathcal{S}_{0}, F_{n} \neq 0$, which we will assume from now on.

By definition in Eq. (3), $F_{n}$ is a polynomial of degree at most $\ell+1$. For $n \in$ $\mathcal{S}_{0}$, let $d_{n}$ be the number of roots of $F_{n}$ in the interval $[0,1]$ (counted with multiplicity). By Proposition 3, $g_{n}^{[0]}(0)=0$ and $g_{n}^{[1]}(\ell)=1$, so $F_{n}(0)=F_{n}(1)=$ 0 , and thus $d_{n} \in\{2, \ldots, \ell+1\}$. Since $d_{n}$ can only adopt finitely many values, there exists $d \in\{2, \ldots, \ell+1\}$ and an infinite set $\mathcal{S}_{1} \subseteq \mathcal{S}_{0}$ s.t. for every $n \in \mathcal{S}_{1}$, $d_{n}=d$.

For $n \in \mathcal{S}_{1}$, let $0=r_{n}^{(1)} \leq \ldots \leq r_{n}^{(d)}=1$ be the roots of $F_{n}$ within the interval $[0,1]$, with multiplicity, in increasing order. The sequence $\left\{\left(r_{n}^{(1)}, \ldots, r_{n}^{(d)}\right)\right\}_{n \in \mathcal{S}_{0}}$ is bounded in $\mathbb{R}^{d}$ by definition. Hence, by the Bolzano-Weierstrass theorem, there exists a converging sub-sequence of $\left\{\left(r_{n}^{(1)}, \ldots, r_{n}^{(d)}\right)\right\}_{n \in \mathcal{S}_{0}}$; i.e., there are $0=r_{\infty}^{(1)} \leq \ldots \leq r_{\infty}^{(d)}=1$ together with an infinite set $\mathcal{S}_{2} \subseteq \mathcal{S}_{1}$ s.t. for every $k \in[d]$,

$$
\begin{equation*}
\lim _{\substack{n \rightarrow+\infty \\ n \in \mathcal{S}_{2}}} r_{n}^{(k)}=r_{\infty}^{(k)} \tag{11}
\end{equation*}
$$

Let

$$
k_{0}:=\min \left\{k \in[\ell], r_{\infty}^{(k)}=1\right\} .
$$

Note that $k_{0} \geq 2$ (since $\left.r_{\infty}^{(1)}=0\right)$ and by definition, $r_{\infty}^{\left(k_{0}-1\right)}<1=r_{\infty}^{\left(k_{0}\right)}$. Moreover, for every $n \in \mathcal{S}_{2}, F_{n}$ is non-zero and has constant $\operatorname{sign}$ on $\left(r_{n}^{\left(k_{0}-1\right)}, r_{n}^{\left(k_{0}\right)}\right)$. Therefore, there exists an infinite set $\mathcal{S}_{3} \subseteq \mathcal{S}_{2}$ s.t.

1. either $\forall n \in \mathcal{S}_{3}, F_{n}<0$ on $\left(r_{n}^{\left(k_{0}-1\right)}, r_{n}^{\left(k_{0}\right)}\right)$,
2. or $\forall n \in \mathcal{S}_{3}, F_{n}>0$ on $\left(r_{n}^{\left(k_{0}-1\right)}, r_{n}^{\left(k_{0}\right)}\right)$.

In the remainder of the proof, we will analyse these two cases separately. The reader is strongly encouraged to consult Figures 2and 3 respectively for a clearer understanding of the argument.

Case 1. Let $a_{1} \in\left(r_{\infty}^{\left(k_{0}-1\right)}, 1\right)$. Let $a_{2}=a_{2}\left(a_{1}, \ell\right) \in\left(a_{1}, 1\right)$ given by Proposition 4 s.t. for $n$ large enough,

$$
\text { for every } x_{t} \leq a_{1} n, \quad \mathbb{P}\left(X_{t+1} \leq a_{2} n \mid X_{t}=x_{t}\right) \geq 1-\exp \left(-2 n^{-1 / 2}\right)
$$

Let $a_{3} \in\left(a_{2}, 1\right)$. By Eq. (11) for $n$ large enough, $r_{n}^{\left(k_{0}-1\right)}<a_{1}$ and $r_{n}^{\left(k_{0}\right)}>a_{3}$. We now wish to use Theorem 6, with $a_{1}, a_{2}, a_{3}$ as we just defined. Let us check that every assumption holds:

- For every $x_{t} \in\left\{a_{1} n, \ldots, a_{3} n\right\}$, we have $x_{t} / n \in\left[a_{1}, a_{3}\right] \subset\left[r_{n}^{\left(k_{0}-1\right)}, r_{n}^{\left(k_{0}\right)}\right]$, and so $F_{n}\left(x_{t} / n\right)<0$ by assumption. Therefore, Eq. (5) gives

$$
\begin{equation*}
\mathbf{E}\left(X_{t+1} \mid X_{t}=x_{t}\right) \leq x_{t}+n F_{n}\left(\frac{x_{t}}{n}\right)+1<x_{t}+1 \tag{12}
\end{equation*}
$$

so assumption (i) in the statement of Theorem 6 holds.


Figure 2: Illustration of the arguments for Case 1. We consider a configuration in which the correct opinion is 1 . Constant $a_{1}$ is fixed arbitrarily in the interval $\left(r_{\infty}^{\left(k_{0}-1\right)}, 1\right)$ Then, $a_{2}$ is chosen according to Proposition 4 to ensure that $X_{t}$ cannot jump from below $a_{1} n$ to above $a_{2} n$. Finally, $a_{3}$ is set anywhere in the interval $\left(a_{2}, 1\right]$. By assumption, $F_{n}<0$ on $\left[a_{1}, a_{3}\right]$, and we can eventually apply Theorem 6 .

- Assumption (ii) holds by Proposition 4 .
- Finally, assumption (iii) follows from Hoeffding's bound conditioning on $X_{t}, X_{t+1}$ is the sum of $n$ Bernoulli random variables, then the result follow choosing $\delta=n^{1 / 2+\varepsilon / 4}$.

Assuming that the source has opinion $z=1$, we apply Theorem 6 , which implies the existence of an initial configuration $C_{n}$ s.t. the convergence time is bounded w.h.p.:

$$
\tau_{n}\left(g, C_{n}\right)=\inf \left\{t \in \mathbb{N}, X_{t}=n\right\} \geq \inf \left\{t \in \mathbb{N}, X_{t} \geq a_{3} n\right\} \geq n^{1-\varepsilon}
$$

Case 2. Let $a_{1}, a_{2}, a_{3} \in\left(r_{\infty}^{\left(k_{0}-1\right)}, 1\right)$, with $r_{\infty}^{\left(k_{0}-1\right)}<a_{1}<a_{2}<a_{3}<1$. First, we show that by taking $n$ large enough, we can have $F_{n}$ be arbitrarily close to 0 on the interval $\left[r_{n}^{\left(k_{0}\right)}, 1\right]$.

Claim 13. For every $\delta>0$, for $n$ large enough: $r_{n}^{\left(k_{0}\right)}>\left(1+a_{3}\right) / 2$, and for every $p \in\left[r_{n}^{\left(k_{0}\right)}, 1\right], F_{n}(p)>-\delta$.

Proof. Let $\delta>0$ and $n \in \mathcal{S}_{2}$. Since $F_{n}$ has bounded coefficients and degree $d$, and since $F_{n}\left(r_{n}^{\left(k_{0}\right)}\right)=F_{n}(1)=0$, by Claim 17 in Appendix C we obtain the existence of $C_{0}$ s.t.

$$
\begin{equation*}
\text { for every } p \in\left[r_{n}^{\left(k_{0}\right)}, 1\right], \quad\left|F_{n}(p)\right|<C_{0} \cdot\left(1-r_{n}^{\left(k_{0}\right)}\right) \tag{13}
\end{equation*}
$$

By Eq. (11) and by definition of $k_{0}, r_{n}^{\left(k_{0}\right)}$ tends to 1 as $n$ goes to $+\infty$. If $n$ is large enough,

$$
\begin{equation*}
r_{n}^{\left(k_{0}\right)}>\max \left\{1-\frac{\delta}{C_{0}}, \frac{1+a_{3}}{2}\right\} \tag{14}
\end{equation*}
$$



Figure 3: Illustration of the arguments for Case 2. We consider a configuration in which the correct opinion is 0 . Constants $a_{1}, a_{2}$ and $a_{3}$ are chosen arbitrarily in the interval $\left(r_{\infty}^{\left(k_{0}-1\right)}, 1\right)$. By assumption, $F_{n}>0$ on $\left[a_{1}, a_{3}\right]$. Moreover, once $a_{2}$ and $a_{3}$ are fixed, we give a lower-bound on $F_{n}$ on the interval $\left[r_{n}^{\left(k_{0}\right)}, 1\right]$, by letting $r_{n}^{\left(k_{0}\right)}$ be sufficiently close to 1 , in order to ensure that $X_{t}$ cannot jump from above $a_{3} n$ to below $a_{2} n$. Eventually, we are able to apply Corollary 10 .

By Eq. (13), this implies that $\left|F_{n}(p)\right|<\delta$ on $\left[r_{n}^{\left(k_{0}\right)}, 1\right]$, which, together with Eq. (14), concludes the proof of Claim 13.

Now, we use the previous result to establish a lower bound on $p+F_{n}(p)$ when $p \geq a_{1}$.

Claim 14. For $n$ large enough,

- for every $p \in\left[a_{1}, a_{3}\right], p+F_{n}(p)>p$.
- for every $p \in\left[a_{3}, 1\right], p+F_{n}(p)>a_{3}$.

Proof. For $p \in\left[a_{1}, r_{n}^{\left(k_{0}\right)}\right), F_{n}(p)>0$ by assumption. Therefore:

- for every $p \in\left[a_{1}, a_{3}\right], p+F_{n}(p)>p$.
- for every $p \in\left[a_{3}, r_{n}^{\left(k_{0}\right)}\right), p+F_{n}(p)>p \geq a_{3}$.

All is left to prove is that $p+F_{n}(p)>a_{3}$ on $\left[r_{n}^{\left(k_{0}\right)}, 1\right]$. Let $\delta=\left(1-a_{3}\right) / 2$, and let $n$ be large enough for Claim 13 to hold w.r.t. $\delta$. For every $p \in\left[r_{n}^{\left(k_{0}\right)}, 1\right]$, we have

$$
\begin{array}{rlrl}
p+F_{n}(p) & >r_{n}^{\left(k_{0}\right)}-\delta \\
& =a_{3}+\left(\frac{1-a_{3}}{2}-\delta\right)+\left(r_{n}^{\left(k_{0}\right)}-\frac{1+a_{3}}{2}\right) & & \\
& >a_{3}, & (\text { by Claim 13 and definition of } p) \\
\text { Claim 13 and definition of } \delta)
\end{array}
$$

which concludes the proof of Claim 14 .

Finally, similarly to the first case, we use Corollary 10 to conclude. Again, we start by checking that all assumptions hold. Let $n$ be large enough for Claim 14 to hold.

- For every $x_{t} \in\left\{a_{1} n, \ldots, a_{3} n\right\}$, we have $x_{t} / n+F_{n}\left(x_{t} / n\right)>x_{t} / n$ by Claim 14. Therefore, Eq. (6) rewrites

$$
\mathbf{E}\left(X_{t+1} \mid X_{t}=x_{t}\right) \geq x_{t}+n F_{n}\left(\frac{x_{t}}{n}\right)-1 \geq x_{t}-1
$$

so assumption (i) in the statement of Corollary 10 holds.

- For every $x_{t} \in\left\{a_{3} n, \ldots, n\right\}$, we have $x_{t} / n+F_{n}\left(x_{t} / n\right)>a_{3}$ by Claim 14 Therefore, Eq. (6) rewrites

$$
\mathbf{E}\left(X_{t+1} \mid X_{t}=x_{t}\right) \geq x_{t}+n F_{n}\left(\frac{x_{t}}{n}\right)-1 \geq a_{3} n-1
$$

Therefore, by Hoeffding's bound

$$
\begin{aligned}
\mathbb{P}\left(X_{t+1}<a_{2} n \mid X_{t}=x_{t}\right) & \geq \mathbb{P}\left(\left.X_{t+1}<\mathbf{E}\left(X_{t+1}\right)-\frac{a_{3}-a_{2}}{2} n \right\rvert\, X_{t}=x_{t}\right) \\
& \leq \exp \left(-2\left(\frac{a_{3}-a_{2}}{2}\right)^{2} n\right)
\end{aligned}
$$

and so assumption (ii) holds.

- Finally, assumption (iii) follows from Hoeffding's bound, as in the first case.

Assuming that the source has opinion $z=0$, we apply Corollary 10, which implies the existence of an initial configuration $C_{n}$ s.t. the convergence time is bounded:

$$
\tau_{n}\left(g, C_{n}\right)=\inf \left\{t \in \mathbb{N}, X_{t}=0\right\} \geq \inf \left\{t \in \mathbb{N}, X_{t} \leq a_{1} n\right\} \geq n^{1-\varepsilon}
$$

## 5 Discussion and Future Works

In this paper, we explore the minimal requirements for simultaneously reaching consensus and propagating information in a distributed system. We consider memory-less and anonymous agents, which update their opinion synchronously after observing the opinions of a few other agents sampled uniformly at random, and whose goal is to converge on the correct opinion held by a single "source" individual. In addition, we adopt the self-stabilizing framework, which in a memory-less setting, means that convergence must happen for any possible initialization of the opinions of the agents (including the source). Under this
model, we show that to obtain a convergence time better than $n^{1-\epsilon}$, the number $\ell$ of samples obtained by each agent in every round must necessarily tend towards infinity as $n$ increases. Our result extends the range of values of $\ell$ for which the performance of the "minority" dynamics (Protocol 2) is characterized. Our technique, which consists in translating the sample size into the degree of a well-chosen polynomial, and then inspecting its roots, is simple yet quite novel (to the best of our knowledge), and may be used to show similar results in other settings.

The ultimate goal of our work is to fully characterize the complexity of the bit-dissemination problem in the parallel setting and in the absence of memory, as a function of the sample size. Regarding values of $\ell$ allowing poly-logarithmic convergence time, there is still a large gap between our lower bound $\ell=\Omega(1)$ and the upper bound $\ell=O(\sqrt{n \log n})$ mentioned in [15]. Closing or narrowing this gap, even specifically for the minority dynamics, would be of appreciable interest in our opinion.

Another natural continuation would be to generalize our result to protocols using a constant amount of memory. If feasible, the resulting lower bound would still be compatible with the algorithm of [7], which requires $\Omega(\log \log n)$ bits of memory.
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## A Probabilistic Tools

Theorem 15 (Hoeffding's bound). Let $X_{1}, \ldots, X_{n}$ be i.i.d. random variables taking values in $\{0,1\}$, let $X=\sum_{i=1}^{n} X_{i}$ and $\mu=\mathbf{E}(X)=n \mathbb{P}\left(X_{1}=1\right)$. Then it holds for all $\delta>0$ that

$$
\mathbb{P}(X \leq \mu-\delta), \mathbb{P}(X \geq \mu+\delta) \leq \exp \left(-\frac{2 \delta^{2}}{n}\right)
$$

The following version of Azuma's inequality, which accounts for the possibility that the martingale makes a large jump with a small probability, appears in [29, Section 8, p.34].

Theorem 16 (Azuma-Hoeffding inequality). Let $\left(X_{t}\right)_{t \in \mathbb{N}}$ be a martingale, and let $T \in \mathbb{N}$. If there is $p>0$ and $c_{1}, \ldots, c_{T}$ such that

$$
\mathbb{P}\left(\exists t \leq T, X_{t}-X_{t-1}>c_{t}\right) \leq p
$$

then for every $\delta>0$,

$$
\mathbb{P}\left(\left|X_{T}-X_{0}\right|>\delta\right) \leq 2 \exp \left(-\frac{\delta^{2}}{2 \sum_{t=1}^{T} c_{t}^{2}}\right)+p
$$

## B Upper Bound for the Voter Dynamics

The following proof involves only classical arguments (see, for instance, 25] and [30, Section 2.4]). We nonetheless present it here for the sake of completeness.

Proof of Theorem 2, The reader who is not already familiar with the idea is strongly encouraged to refer to Figure 4 for an illustration.

Without loss of generality, we consider the Voter dynamics with $\ell=1$. In this case, the sample $S_{t}^{(i)}$ of a non-source agent $i \neq 1$ in round $t$ is simply an element of the set $I=\{1, \ldots, n\}$ of all agents, drawn uniformly at random. In the case of the source, for the sake of the argument, we let $S_{t}^{(1)}=1$ for every $t \in \mathbb{N}$, i.e., we consider that the source agent applies the Voter rule but always samples itself.

Now, let us fix an horizon $T$. We will proceed by examining $n$ random walks $\left\{W_{T-t}^{(i)}\right\}_{t \leq T}$, defined on the same randomness, but for which the time flows backward. Specifically, for every $i \in I$, let $W_{T}^{(i)}=i$, i.e., every random walk "starts" at a different position. Moreover, for $t<T$, let

$$
W_{t}^{(i)}:=S_{t}^{\left(W_{t+1}^{(i)}\right)}
$$

In other words, if a random walk is in position $j$ in round $t+1$, and if Agent $j$ samples $i$ in round $t$, then the random walk "moves" to $i$ in round $t$. Note that
by definition, if a random walk moves to position 1 in round $t$, it will remain in position 1 for all remaining rounds:

$$
\begin{equation*}
W_{t}^{(i)}=1 \Longrightarrow \forall s \in\{1, \ldots, t\}, W_{s}^{(i)}=1 \tag{15}
\end{equation*}
$$

Moreover, if the random walk indexed by $i$ ends up in position 1 (in round 1 ), it implies that the agent of index $W_{t}^{(i)}$ holds the correct opinion in round $t$ :

$$
\begin{equation*}
W_{1}^{(i)}=1 \Longrightarrow X_{t}^{\left(W_{t}^{(i)}\right)}=z . \tag{16}
\end{equation*}
$$

To show that, we can simply proceed by induction on $t$, using the definition of the random walks. Eqs. (15) and (16) together implies that if the random walks indexed by $i$ ever moves to position 1, then Agent $i$ has the correct opinion in round $T$ :

$$
\begin{equation*}
\exists t \leq T, W_{t}^{(i)}=1 \Longrightarrow X_{T}^{(i)}=z \tag{17}
\end{equation*}
$$

Therefore, for every $i \neq 1$,

$$
\begin{aligned}
\mathbb{P}\left(X_{T}^{(i)} \neq z\right) & \leq \mathbb{P}\left(\forall t \leq T, W_{t}^{(i)} \neq 1\right) \\
& \leq \prod_{t=0}^{T-1} \mathbb{P}\left(S_{t}^{\left(W_{t+1}^{(i)}\right)} \neq 1 \mid W_{t+1}^{(i)} \neq 1\right) \quad \quad \text { (by Eq. (17)) } \\
& =\left(1-\frac{1}{n}\right)^{T} . \quad \text { (since samples are uniform and independent) }
\end{aligned}
$$

Note that this bound holds trivially for $i=1$. Therefore, by the union bound,

$$
\mathbb{P}\left(\forall i \in I, X_{T}^{(i)}=z\right)=1-\mathbb{P}\left(\exists i \in I, X_{T}^{(i)} \neq z\right) \geq 1-\sum_{i \in I} \mathbb{P}\left(X_{T}^{(i)} \neq z\right) \geq 1-n\left(1-\frac{1}{n}\right)^{T}
$$

Taking $T=2 n \log n$, for $n$ large enough,

$$
\left(1-\frac{1}{n}\right)^{2 n \log n}=\exp (2 n \log n \log (1-1 / n)) \leq \exp (-2 \log n)=\frac{1}{n^{2}}
$$

which concludes the proof of Theorem 2.

## C Missing Proofs

Proof of Proposition 3. The main idea is that a protocol failing to satisfy these conditions cannot enforce consensus. Assume, for the sake of contradiction, that $g_{n}^{[0]}(0)>0$. Consider the starting configuration $C:=\left(z=0, X_{0}\right)$ for any value of $X_{0}$, and recall the definition of the convergence time of a protocol $\mathcal{P}$ :

$$
\tau_{n}(\mathcal{P}, C):=\inf \left\{t \geq 0, \text { for every } s \geq t, X_{s}=n \cdot z\right\}
$$



Figure 4: Depiction of the dual process behind the proof of Theorem 2. The color of the circle in row $t$, column $i$, corresponds to the opinion of Agent $i$ in round $t$ : it is black if $X_{t}^{(i)}=1$, and white otherwise. An arrow is drawn from $(i, t+1)$ to $(j, t)$ if $S_{t}^{(i)}=j$, i.e., if Agent $i$ observes Agent $j$ in round $t$ (and thus adopts their opinion in round $t+1$ ). Red circles depict the locations of $n$ coalescing random walks going backward in time, and initially present at every location. Random walks at a location $i>1$ make a move using the same randomness as the samples, while the source acts like a sink. If all random walks have coalesced in less than $T$ rounds, it implies that the opinion of each agent in round $T$ comes from the source, and thus that the dynamics has reached consensus on the correct opinion.

If for some $t, X_{t}=0$, we have

$$
\begin{aligned}
\mathbb{P}\left(\cap_{s \geq t}\left\{X_{s}=0\right\}\right) & \left.=\prod_{s \geq t} \mathbb{P}\left(\cap_{s=t}^{t+j}\left\{X_{s}=0\right\}\right) \cdot \mathbb{P}\left(\cap_{s \geq t}\left\{X_{s}=0\right\} \mid \cap_{s=t}^{t+j}\left\{X_{s}=0\right\}\right)\right) \\
& \leq \prod_{s \geq t} \mathbb{P}\left(\cap_{s=t}^{t+j}\left\{X_{s}^{(2)}=0\right\}\right) \quad(\text { for every } j \in \mathbb{N}) \\
& =\left(1-g_{n}^{[0]}(0)\right)^{j}
\end{aligned}
$$

which tends to 0 as $j$ tends to $+\infty$. We conclude that $\tau_{n}(\mathcal{P}, C)=+\infty$ almost surely, and hence, the protocol does not solve the bit-dissemination problem. By symmetry, we obtain the other statement about $g_{n}^{[1]}(\ell)$.

Claim 17. For every $M, d$, there exists $C_{0}=C_{0}(M, d)>0$ s.t. for every polynomial $P$ of degree $d$ and coefficients bounded by $M$, every $a, b \in[0,1]$ with $P(a)=P(b)=0$, and every $x \in[a, b], P(x)<C_{0} \cdot(b-a)$.

Proof. Since $P$ has degree $d$ and coefficients bounded by $M$, there exists $C=$ $C(M, d)$ s.t. $\left|P^{\prime}(x)\right|<C$ on $[0,1]$. Therefore, for every $x \in[a,(a+b) / 2]$, we have

$$
|P(x)|=|P(x)-P(a)|<C \cdot(x-a)<C \cdot \frac{b-a}{2} .
$$

Similarly, for every $x \in[(a+b) / 2, b]$, we have

$$
|P(x)|=|P(b)-P(x)|<C \cdot(b-x)<C \cdot \frac{b-a}{2} .
$$

Taking $C_{0}=C / 2$ concludes the proof of Claim 17 .


[^0]:    *INRIA d'Université Côte d'Azur, Sophia Antipolis, France. Email: niccow15@gmail.com
    $\dagger$ Bocconi University. Email: robin.vacus@gmail.com
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