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Abstract— The increasing demand for autonomous vehicles
has created a need for robust navigation systems that can
also operate effectively in adverse weather conditions. Visual
odometry is a technique used in these navigation systems,
enabling the estimation of vehicle position and motion using
input from onboard cameras. However, visual odometry ac-
curacy can be significantly impacted in challenging weather
conditions, such as heavy rain, snow, or fog. In this paper,
we evaluate a range of visual odometry methods, including
our DROID-SLAM based heuristic approach. Specifically, these
algorithms are tested on both clear and rainy weather urban
driving data to evaluate their robustness. We compiled a dataset
comprising of a range of rainy weather conditions from different
cities. This includes, the Oxford Robotcar dataset from Oxford,
the 4Seasons dataset from Munich and an internal dataset
collected in Singapore. We evaluated different visual odometry
algorithms for both monocular and stereo camera setups using
the Absolute Trajectory Error (ATE). From the range of
approaches evaluated, our findings suggest that the Depth and
Flow for Visual Odometry (DF-VO) algorithm with monocular
setup performed the best for short range distances (< 500𝑚) and
our proposed DROID-SLAM based heuristic approach for the
stereo setup performed relatively well for long-term localization.
Both VO algorithms suggested a need for a more robust sensor
fusion based approach for localization in rain.

I. INTRODUCTION

Visual Odometry (VO) is a cost-effective localization
solution for autonomous urban driving. However, visual data
can be easily compromised in adverse weather conditions
such as rain, fog or snow. In rain, images are occluded
by raindrops on the camera lenses and rain streaks reduce
the visibly of the background objects [1]. Lens flare also
appear due to rain which further reduces the visibility of the
scene [2] as shown in Fig. 1. These adverse weather effects
could negatively impact visual odometry algorithms designed
and trained on clear weather conditions [3]. This calls for a
robust localization algorithm to enable autonomous vehicles
to operate in all-weather conditions.

In this paper, we evaluate across a range of VO algorithms,
including our DROID-SLAM based heuristic approach [4], for
urban driving in rain. Our aim is to identify the VO algorithm
that performs relatively well for robust localization in rainy
weather. We compiled the available open-source rain datasets
and augmented them with our internal rain dataset to create
a comprehensive suite of datasets for evaluation. The open-
source datasets comprise of the Oxford Robotcar [5] and the
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Fig. 1. Sample images from the three datasets.

4Seasons datasets [6]. Our internal dataset was collected in
Singapore while Oxford Robotcar and 4Seasons datasets are
from Oxford and Munich respectively. Thus, the resultant
combined dataset used in our study contains a wide range of
road and rain conditions from climatically and geographically
different cities. Sample images from the three datasets are
presented in Fig. 1.

We analyze the strengths and limitations of various ap-
proaches and provide insights into future research directions
that can improve the robustness and reliability of visual odom-
etry based algorithms in these scenarios. Our contributions are:
(a) a comprehensive evaluation of existing VO algorithms for
both clear and rain conditions and (b) an analysis of strengths
and limitations of different VO algorithms for rain conditions.

II. RELATED WORK
There are three parts of related work for this paper: (a) robust

sensors and sensor fusion based localization algorithms in
adverse weather, (b) robust visual feature extraction in adverse
weather scenarios and (c) visual odometry algorithms.

A. Localization in Adverse Weather
The diverse range of noise artefacts caused by adverse

weather makes localization a challenging problem. The state-
of-the-art approaches for localization in adverse weather,
either localize based on robust sensors or perform sensor
fusion. Zhang et al. discussed the impacts of adverse weather
on autonomous driving, across multiple weather conditions,
and sensors [7]. Meanwhile, our paper performs an in-depth
analysis on the effects of rain conditions and evaluates a wide
range of visual odometry methods on real-world rain datasets.
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1) Utilizing Robust Sensors: Robust sensors such as Radar
and LiDAR are less affected by adverse weather conditions
when compared to the vision data. Thus, recent approaches [8],
[9], [10] adopt to utilize such sensors for adverse weather con-
ditions. However, such sensors are more expensive compared
to cameras and require higher computational requirements.

2) Sensor Fusion Approaches: Sensor fusion utilizes mul-
tiple sensors together to perform localization for difficult
conditions. An example would be Visual-Inertial Odometry
where camera images are used together with the Inertial Mea-
surement Unit (IMU) to improve robustness of the localization
algorithm [11], [12]. Other examples include GPS-SLAM [13]
which combines GPS data with VO while Brubaker et al [14]
proposed a map-based approach which combines map data
with VO. In this paper, we focus our evaluation on pure VO
algorithms to find a suitable VO component for any sensor
fusion approach for localization in rainy weather.

B. Vision in Adverse Weather
Apart from localization, many other applications suffer from

poor visual data due to adverse weather conditions. There are
two main ideas to improve robustness of vision algorithms
in adverse weather: (a) improving the robustness of visual
features and (b) removing the noise caused by adverse weather.

1) Robust Feature Detectors: This category of approaches
focuses on improving reliability of visual odometry by im-
proving the feature detectors. Feature detectors form the basis
of VO methods, where poorly detected features directly affect
localization accuracy. Thus, if the feature detectors are robust,
it would in turn improve the robustness of VO in adverse
weather. Algorithms such as R2D2 [15] and D2-Net [16] are
designed to perform accurate feature detection in presence of
illumination and viewpoint changes. However, such methods
are not directly trained and tested on adverse weather data.

2) Removing Noise Artefacts: Noise artefacts such as
raindrops on the camera lens or lens flare can be removed
using a neural network. Methods such as [17], [18] utilize
pairs of adverse weather and clear weather data to train the
model to remove the artefacts caused by adverse weather. This
allows the algorithm to run in adverse weather the way it does in
clear weather. However, it is difficult to collect pairs of adverse
weather and clear weather data for a new environment and such
noise removal algorithms are not proven to be generalizable
enough to work properly on out-of-distribution data. In this
paper, we aim to quantitatively evaluate the readiness of
existing VO methods to run in adverse weather without such
noise removal algorithms.

C. Visual Odometry
Yousif et al. [19] provides an overview of the techniques in-

volved in visual odometry and visual SLAM, while Kazerouni
et al. [20] discusses state-of-the-art visual SLAM approaches.
However, both survey papers do not analyze and evaluate
in detail the capability of visual odometry in challenging
scenarios. Agostinho et al. [21] evaluates visual odometry
methods in challenging scenarios such as the presence of
vegetation, tunnels and dynamic objects but not in adverse

weather conditions. The authors highlight that visual odometry
suffers in these challenging conditions due to the lack of good
visual features. Similarly, our contribution lies in evaluation
and analysis of visual odometry methods in challenging
conditions but specific to rain conditions. In the following
sections we discuss different categories of VO approaches.

1) Direct vs Indirect Approaches: Direct approaches [22],
[23], [24] minimize the photometric loss while indirect ap-
proaches [11], [25], [26], [27], [28] minimize the reprojection
error. Though direct approaches are resistant to photometric
noise, they are computationally expensive as they solve a more
complex optimization problem. Indirect approaches are more
resistant to geometric noise but are more susceptible to scenes
with less texture [22].

2) Dense vs Sparse Approaches: Dense approaches use the
entire image while sparse approaches use a subset of the image.
Sparse methods identify keypoints [22] or edges [28], [27] to
be used in their optimization formulation. Although dense
methods provide more information, the trade-off is that they
have a higher computational cost. Sparse methods provide the
option of having lower computational cost for less information.
In rainy weather, occlusions caused by raindrops significantly
reduce the amount of features identified if the raindrops land in
a feature-rich region. Thus, sparse methods might delocalize
due to a lack of features and dense methods might not work if
they use the raindrop-occluded regions as part of their set of
features. Our findings suggest that adopting a dense approach
provides more robustness as long as the identified features are
reliable.

3) Learning-based vs Classical Approaches: Recent ef-
forts use machine learning models [26], [23] to identify
features learnt from large amounts of data. Such methods are
ideal for algorithms operating within the same distribution
that they are trained on and achieve localization accuracy
much higher than classical methods. However, it is unknown
whether a learning algorithm is able to generalize to different
environments or different weather conditions. We implement
learning-based localization algorithms trained on either urban
driving or aerial datasets, and evaluate them on urban driving
datasets in different cities and different weather conditions to
test their generalizability. Classical methods use handcrafted
feature detection algorithms [11], [22] which we test to
compare against learning-based methods. Our findings suggest
that the learning-based algorithms delocalize less compared to
classical methods in rain conditions.

4) Mixed Approaches: Mixed approaches use both meth-
ods from the binary categories above. SVO uses both direct
and indirect methods [29] while DF-VO uses both dense
and sparse methods [23]. CNN-SVO combines both learning-
based and classical methods, where a learning-based model
is used to predict depth information which is fed into the
classical VO model for optimizing pose [30]. Although mixed
approaches are designed to bring out the best of both methods,
they might also include the limitations of both methods such
as the assumptions made in both the direct and indirect
formulations. Our findings suggest that combining dense and
sparse approach perform relatively well compared to a purely



dense or sparse approach in rain conditions. Also, introducing
a learning-based approach for estimating depth improves the
localization accuracy for rain conditions as well.

III. EVALUATED VISUAL ODOMETRY ALGORITHMS
We chose seven open-source localization algorithms along

with our proposed approach to perform evaluation in both
clear and rain conditions. These algorithms were specifically
chosen across three categories:(a) dense vs sparse, (b) classical
vs learning, and (c) direct vs indirect. In this section, we
give a brief overview of each of the algorithms implemented
and highlight parts of their design that are affected by rain.
Particularly, we will be considering the feature extraction and
matching strategy alongside methods of tackling failures.

A. Direct Sparse Odometry (DSO)
DSO is a classical, sparse and direct method that uses

keyframes to perform a joint optimization of camera pose
and 3D world model. It was tested on three datasets: TUM
monoVO, EuroC MAV [31] and ICL-NUIM [32] datasets
and it performed robustly with accurate localization results.
DSO is able to handle low textured environments using its
novel feature selection strategy and has multiple methods of
detecting outliers or tracking failures.

The feature selection strategy used in DSO aims to find an
even spread of features across the image and at the same time
select unique features in each region of the image. To create an
even spread, the image is first split into square grids. The pixel
with the largest gradient within each square grid is selected to
be a possible feature. To ensure that each feature is unique, the
pixel has to have a gradient larger than the gradient threshold
before it is selected as a feature. This gradient threshold is
determined by the median gradient in each 32x32 pixel block.
This allows the feature selection strategy to automatically find
features that are unique even in low textured environments.
This might be good for rain conditions where a large number
of occlusions occur due to raindrops but good features could
still be found in the regions that are not occluded. However,
this design does not account for scenarios where the majority
of the image is compromised and no good features could be
found. Such a scenario is likely to occur in a sequence of
over-exposed images, commonly seen in rain conditions. This
would result in a lack of features found, leading to tracking
failure.

DSO adopts outlier detection where matched points with
errors above a threshold are discarded. The threshold is
dependent on the median residual of the image which accounts
for segments where the image is of a lower quality allowing
matches with higher errors to pass the threshold. This is
common in rain conditions where image quality changes
randomly and would require an adaptive threshold to account
for this change in image quality. When the photometric error
of the current frame exceeds double the error of the previous
frame, it is considered as a tracking failure and the algorithm
tries to recover the localization. This allows for the recovery
of the algorithm when the quality of images improve, at the
cost of losing localization for the segment of poor quality.

Such a design could be good for sensor fusion methods where
other sensors can support the localization task when the vision
component has failed. But, it is not ideal for pure VO in
rain conditions as there will be a loss in localization for that
segment.

B. Semi-direct Visual Odometry

SVO [33] is a classical, sparse, mixed direct and indirect
method that allows for both monocular and stereo setup. It
was designed to strike a good balance between precision
and speed for onboard computers on Micro Aerial Vehicles
(MAVs), and was tested on the TUM RGB-D [34], EuroC
MAV [31] and ICL-NUIM [32] datasets. It achieved similar
performance to DSO on the EuroC and ICL-NUIM datasets.
SVO uses additional edgelet features to supplement their
feature extraction strategy and uses affine illumination model
to handle sudden exposure changes in the scene.

The feature extraction strategy involves dividing the image
into 32x32 pixel grids and within each grid, the FAST [35]
corner feature with the highest score is selected. If the grid
has no corner features, the pixel with the highest gradient
magnitude is selected as an edge feature. Although such a
design ensures a fixed number of features are found, it might
result in tracking of poor features. This allows SVO to continue
tracking in segments of poor quality (over-exposure or large
occlusions by raindrops) at the cost of localization accuracy.
Also, it might be more susceptible to segments where only
a small region of the image is distorted (small raindrop), but
features in that region reduce the localization accuracy.

SVO uses a robust model for depth prediction to minimize
the impact of outliers. It also uses an affine illumination model
to handle the illumination change across a longer time frame.
The presence of outliers and illumination change are more
likely to occur in rain conditions and such a design could
improve localization accuracy in rain.

C. CNN-SVO

CNN-SVO [30] is a mixed learning and classical method
where it builds upon SVO by applying a single-image depth
prediction via a convolutional neural network. This network
initializes the Bayesian depth filter with a mean and variance
rather than a large uncertain value range such that the
filter converges to the true depth value faster, resulting in
better robustness and motion estimation. As a result, CNN-
SVO performs significantly better for autonomous driving
applications than SVO which is designed for MAVs. CNN-
SVO uses the same feature extraction and matching strategy
as SVO.

D. Depth and Flow for Visual Odometry (DF-VO)

DF-VO [23] is a learning-based, direct monocular VO
method that uses mixed dense and sparse features. It uses deep
learning models for optical flow and depth prediction while
using classical methods to perform pose estimation and scale
recovery. DF-VO is trained using data sequences 00-08 from
the KITTI dataset [36] and was evaluated on both the KITTI



and Oxford Robotcar [5] datasets. DF-VO outperformed ORB-
SLAM without loop closing [37] as well as DSO [22] and SVO
[33] for the Oxford Robotcar Dataset. Although deep learning
models were used, sparse features from the dense optical flow
predictions were extracted to reduce computational cost.

The sparse features are extracted by dividing the image into
100 regions (10x10). Then to get an even spread of features, K
number of optical flow features within each region is extracted.
K is determined by the number of features that pass a given
threshold or the number required to extract 2000 features in the
image, whichever is lower. The threshold is determined by their
proposed flow consistency metric which checks the accuracy
of the predicted flow. In light rain conditions, this design helps
improve localization accuracy as it removes outliers but in
heavy rain conditions, it could result in tracking failure.

DF-VO also accounts for extreme scenarios where a constant
velocity motion model is used to replace the tracking when
insufficient features are found. This would be useful in rain
conditions where it is common to find a series of over-exposed
images that has minimal useful visual features.

E. TartanVO
TartanVO [26] is a learning-based, indirect, monocular

method that uses dense features. It was designed to be
generalizable and without need of fine-tuning to perform well
on an unseen dataset. It was trained on the TartanAir dataset
[38], an all-weather drone dataset and tested on both urban
driving and aerial datasets. It performed well when compared
to ORB-SLAM [37] for the KITTI dataset [36] as well as ORB-
SLAM, DSO and SVO for the EuroC dataset [31]. It does not
have a feature extraction and matching strategy as it uses deep
learning models for both optical flow and pose predictions. It
also does not detect localization failure or outliers. This might
cause it to be susceptible to extreme distortions caused by rain
despite being trained on all-weather data.

F. ORB-SLAM3
ORB-SLAM3 is a classical, indirect VSLAM algorithm that

uses sparse features and supports both monocular and stereo
setup. It uses ORB features [39] which are fast to detect and
resistant to noise. ORB-SLAM3 was tested on the EuRoC
[31] dataset. It outperformed DSO and SVO on average for
the monocular camera setup while outperforming SVO for the
stereo setup. Its feature extraction and matching strategy is
described in [37] where features are extracted for every frame
while in contrast, DSO and SVO only extract features in the
keyframes.

ORB-SLAM3 also aims to split the features found evenly
across the image where the image is divided into a grid to
search for corner features. A threshold is also employed to find
the best features within each cell. This threshold is reduced
if insufficient features are found. Such a design ensures that
sufficient features are found even for images with poor quality
at the cost of identifying lower quality features.

Outliers are detected by using an orientation consistency test
and also the RANSAC procedure was used when computing
the homography and fundamental matrix. Tracking also stops

when insufficient correspondences are found. Thus, when the
image suffers from large amounts of distortions under rain
conditions, the algorithm will stop localizing and perform
relocalization.

G. DROID-SLAM
DROID-SLAM [25] is a learning-based, indirect VSLAM

method that uses dense features and supports both monocular
and stereo camera setups. It was trained on the TartanAir [38]
dataset, which is an all-weather synthetic drone dataset. Differ-
ent from TartanVO, DROID-SLAM uses classical methods to
perform bundle adjustment for pose estimation while keeping
the optical flow model to perform feature matching. DROID-
SLAM was evaluated on the EuroC and TartanAir datasets and
outperformed both ORB-SLAM3 and TartanVO respectively.
The optical flow model used for DROID-SLAM predicts both
optical flow and confidence score for each of the pixel. Every
pixel matching is weighted by a confidence score and used in
the bundle adjustment optimization step, thereby maximizing
the information used. This design ensures that tracking will not
be lost even when images are compromised as the confidence
value will prevent the erroneous matching from worsening the
pose estimation. However, this is dependent on the accuracy of
the confidence prediction by the model and would cause errors
in pose estimation if a high confidence is given to a poor
matching. DROID-SLAM does not detect whether tracking
has failed and thus might perform poor localization in extreme
conditions where no matches could be found.

H. DROID-SLAM based Heuristic Approach
We propose a variant of DROID-SLAM algorithm to

include additional map information and heuristics for the
DROID-SLAM algorithm to detect and improve upon poor
localization in rain conditions for stereo camera setup [4].
The map information could be easily obtained from any online
routing services, which is used to provide a conservative global
reference path (CGRP). The heuristics (H) are designed to
dynamically modify the keyframe selection criteria depending
on the confidence of the feature matching. The lower the
confidence, the more keyframes should be taken to reduce the
inaccuracies caused by a lower confidence estimation. Such a
design improves localization robustness and accuracy.

IV. DATASETS
We used three datasets from different cities as discussed

below. The first dataset is Oxford Robotcar Dataset which
provides multiple long-distance sequences taken along the
same route at different times for an urban environment. Nine
sequences were recorded in rain conditions, out of which four
with sufficiently long ground truth were selected for evaluation.
One sequence in clear weather along the same route was
also included, where the route is roughly 9km long. Out of
these five sequences, the 2015-05-29 sequence has misaligned
ground truth near the end while the 2014-11-21 sequence has
an incomplete ground truth. Thus, these two sequences have a
shorter route compared to the other three. The Oxford Robotcar
Dataset uses the Bumblebee XB3 Trinocular stereo camera



which has a 24cm stereo baseline providing an image stream
at 16fps. The dataset provides a real-time kinematic (RTK)
ground truth that is obtained by post-processing raw GPS,
IMU, and static GNSS base station recordings [40].

The second dataset is 4Seasons Dataset which provides
two rain sequences taken along different routes, namely, the
10-07 sequence from a suburban environment and the 12-
22 sequence from an urban environment, both in the city of
Munich. Two monochrome cameras were placed in a stereo
setup with a 30cm stereo baseline providing an image stream
at 30fps. The provided RTK-GNSS data was used as ground
truth.

An internal dataset recorded in Singapore was used for
heavy rain evaluation in urban environment. Two monocular
NIR cameras were set up in a stereo format with a 40cm
baseline, while the GNSS+IMU system was used as the ground
truth.

To quantify the rain intensity from each sequence, a blur
index was used as an approximation. Using the algorithm
described in [41], the Haar wavelet transform was used
to measure blurriness. We report the ”BlurExtent” ratio as
described in [41] for each of the Tables under Section VI. Fig.
2 shows the blur value for the same scene taken at a different
time and weather condition.

11-21 (Night + Rain) Blur: 0.849 12-09 (Clear) Blur: 0.606

Fig. 2. Comparison of blur value for the same scene taken from the 11-21
and 12-09 sequences respectively, from the Oxford Robotcar Dataset

V. EXPERIMENTAL RESULTS
A. Setup

For each algorithm evaluated, we implemented the default
configuration parameters provided by the respective open-
source repository for each of the datasets. The default con-
figuration refers to the unique parameters of each method and
also includes the image pre-processing steps. Only the intrinsic
parameters of the cameras were modified to match the image
data from each dataset. For learning-based methods, the model
was also taken as it is and no fine-tuning or additional training
was conducted. We note that some methods are designed for
aerial context and that the default configuration might not be
ideal for the urban driving context.

For each dataset, the left image from the stereo camera
setup was used for Monocular evaluation and the images were
undistorted before inputting them into the VO method. The
ground truth for each sequence was interpolated such that
each ground truth pose corresponds to each image frame. It
was also cleaned to remove any erroneous points. For the
Oxford Robotcar Dataset, a later start point was chosen where

the vehicle is already on the main road such that it is consistent
with the start points of the other two datasets. In the following
list, we provide algorithm specific changes that were made to
run long-term localization in rainy weather.
• DROID-SLAM is unable to run on long routes due to

memory constraints as it saves every keyframe image and
dense features for Global Bundle Adjustment (GBA). Thus,
it was modified by removing the GBA and keyframes are
forgotten after it reaches a 6GB GPU memory capacity.
This modified version of DROID-SLAM is shortened to be
MDS. (MDS + CGRP + H) adds on the Conservative Global
Reference Path (CGPR) and heuristics to MDS.

• SVO has the option to use their exposure compensation
algorithm [42]. Given the challenging task of localization
in rain, we enabled this algorithm to improve localization
accuracy.

• For DF-VO, we used the monodepth2 model trained on the
stereo KITTI dataset.

• For CNN-SVO, the default monodepth model is city2kitti,
while we used the kitti resnet50 model that is trained on
KITTI as it worked best for the Oxford Robotcar sequences
that we used for evaluation.

• DSO tended to crash easily when running on the Oxford
Robotcar sequences that we used for evaluation. Therefore
two open source patches to the code were used in this
experiment (pull request 234 and 81). The first pull request
fixes a code implementation of the Schur complement, while
the second fixes a segmentation fault bug which causes a
crash when no positive IDepth is available.

• Stereo DSO implemented uses an open source modification
[43] of DSO inspired by techniques used in LSD-SLAM
[24]. This is not to be confused with [44].

• TartanVO was used without any changes.

B. Evaluation Metric
The Absolute Trajectory Error [45] is used for our evalua-

tion. The output poses are scaled and aligned (7DOF) with the
ground truth for each sequence. It is also projected onto the
2D plane before evaluation.

VI. RESULTS AND ANALYSIS
A. Quantitative Analysis

Monocular VO is unable to localize well for long distances
and the ATE is high across all methods as well as datasets
when evaluating on the entire route. We consider a vehicle to be
delocalized when (a) there is a tracking failure in the middle of
the route, (b) there is delayed initialization of the localization
algorithm for more than 10m and (c) there is a prolonged
static localization even though the vehicle is moving. In order
to make meaningful comparisons across different blur values
in rain, we evaluate the first 500m of each data sequence and
reported the results in Table I. The classical methods (first
3 methods) tend to delocalize for the heavy rain sequences
while the learning-based methods (last 4 methods) were able
to continue tracking. This is due to the intentional design of the
classical methods which stops localization when the number
of good features to track falls below a certain threshold. Such a



TABLE I
ATE RMSE results running Monocular VO on the first 500m of all datasets (results reported in meters). ORB-SLAM3 (no lc) represents

ORB-SLAM3 without loop closure. Under the 4Seasons dataset column, 10-07 represents the neighborhood 3 train sequence, 12-22
represents the city loop 1 train sequence. Under the Oxford Robotcar dataset column, 12-09 represents the 2014-12-09-13-21-02 sequence,

10-29 represents the 2015-10-29-12-18-17 sequence, 11-25 represents the 2014-11-25-09-18-32 sequence, 05-29 represents the
2015-05-29-09-36-29 sequence, 11-21 represents the 2014-11-21-16-07-03 sequence.

Dataset 4Seasons Oxford Robotcar Dataset Singapore
Sequences 12-22 10-07 12-09 11-25 05-29 10-29 11-21 zero one five

(rain) (rain) (clear) (rain) (rain) (rain) (rain + night) (heavy rain) (heavy rain) (heavy rain)
Average Blur 0.60 0.63 0.58 0.62 0.78 0.79 0.83 0.80 0.81 0.88

DSO x 67.52 1.19 x x x x x* x* x*
SVO 41.60 47.70 x** 31.46 31.41 15.00 x** x* x* x*

ORB-SLAM3 (no lc) 61.69 20.68 1.12 1.62 x x x x x x
TartanVO 68.68 68.07 24.72 15.21 18.45 18.89 13.21 x* 28.75 37.19

MDS 57.25 2.25 3.13 5.91 10.12 5.09 5.94 6.54 13.66 6.07
DF-VO 6.76 3.06 3.75 2.98 5.87 2.73 7.68 12.23 3.54 12.02

CNN-SVO x* x* 12.31 21.75 14.49 12.79 5.08 18.32 12.58 x*
Types of delocalization: x: Tracking failure in the middle of the route, x*: Delayed initialization for a distance > 10𝑚, x**: A prolonged static localization
even though the vehicle is moving

TABLE II
ATE RMSE results running Stereo VO on the Oxford Robotcar Dataset (results reported in meters). This table uses the same representations

described in Table I.

Dataset 4Seasons Oxford Robotcar Dataset Singapore
Sequences 10-07 12-22 12-09 10-29 11-25 05-29 11-21 zero one five

(rain) (rain) (clear) (rain) (rain) (rain) (rain + night) (heavy rain) (heavy rain) (heavy rain)
Average Blur 0.62 0.62 0.61 0.72 0.74 0.75 0.80 0.79 0.84 0.88
Stereo DSO 159.98 1417.83 x x x x x x x x
Stereo SVO 152.34 747.35 92.11 224.79 x** 116.20 53.20 x* x* x*

ORB-SLAM3 (no lc) x x x x x x x 21.90 x x
MDS 2.11 1053.83 51.77 90.95 25.20 11.50 59.47 46.40 31.10 38.40

MDS + CGRP + H 3.38 786.58 18.49 14.77 23.18 11.56 15.62 44.66 29.31 32.26
Types of delocalization: x: Tracking failure in the middle of the route, x*: Delayed initialization for a distance > 10𝑚, x**: A prolonged static localization
even though the vehicle is moving

design causes it to be less robust to challenging sequences for
a pure visual approach but could be useful in a sensor fusion
approach that switches between modalities.

For the classical methods, DSO and ORB-SLAM3 outper-
forms the learning-based methods for the 12-09 clear weather
sequence. SVO delocalized for the clear weather sequence
likely because of using irrelevant features selected from image
regions with sky thus, resulting in erroneous localization
output. However, for the heavier rain sequences, SVO is able to
prevent delocalization likely due to its mixed direct and indirect
model together with its affine illumination model which is
used to handle exposure change and improve its robustness.
For the light rain sequences from the 4Seasons dataset, all the
classical methods suffer from much higher errors despite a
minimal change in blurriness. This is likely due to a lack of
generalizability across datasets, which displays the need for
manual tuning of parameters despite all the datasets being in
the same category of urban driving scenarios.

For the learning-based methods, TartanVO suffers from
high localization errors throughout all data sequences due to
a drifting issue described in more detail in qualitative analysis
section. CNN-SVO outperforms SVO for the Oxford Robotcar
and Singapore dataset, showing the usefulness of having a
depth prediction model. For the 4Seasons dataset, CNN-SVO
was unable to localize fully because of initialization errors.
MDS performs consistently well across the data sequences

except for the high error obtained on the 12-22 sequence. This
is caused by tracking the combined raindrop and dynamic
object in the scene, which indicates that more training is
required to generalize MDS to specific rain conditions. Overall,
DF-VO performs consistently well across both clear and rain
conditions. This robustness could be due to its outlier detection
module together with its depth prediction module.

We also run the stereo camera setup for all datasets to
evaluate long-term localization in both clear and rainy weather,
and present its results in Table II. The classical methods
delocalizes for almost all datasets. This is likely due to the
build up of errors across longer data sequences. Although
stereo DSO and ORB-SLAM3 are sometimes able to continue
localizing after tracking failure, those data sequences are still
marked as delocalized (represented as x in Table II). The MDS
method suffers from high error rates in rain sequences but
does perform significantly better after adding on our proposed
modifications (MDS + CGRP + H) [4]. When comparing
between monocular and stereo methods, the stereo MDS fixes
the scale inconsistency problem present in the monocular
MDS.

There is no clear correlation between localization error and
average blur as there are too many confounding variables
such as different dynamic objects or varying traffic conditions.
Future work could evaluate visual odometry with synthetic
raindrops to investigate purely the effects of raindrops on the



scene.

B. Qualitative Analysis
The methods such as DF-VO and CNN-SVO which employ

a depth prediction model are able to maintain a consistent
scale even for rain sequences, while other methods suffer
from scale inconsistency problems shown in Fig. 3. TartanVO
suffers from drifting issues when the vehicle is at rest, as
shown in Fig. 4. This might be due to training bias from the
constant motion experienced by an aerial vehicle even when
hovering in place. DSO, SVO and ORB-SLAM3 delocalize
easily when encountering large exposure change, likely due to
the lack of matching features. SVO is more resistant to such
changes due to the exposure compensation algorithm and thus
is able to localize for more rain sequences. The first 500m
of the 12-22 sequence is particularly challenging due to large
dynamic objects, which explains the high errors seen in Table
I. For monocular camera setup, DF-VO is able to identify
the outliers caused by the dynamic objects which reduces the
errors significantly.

DF-VO SVO

Fig. 3. Output trajectories of DF-VO compared with SVO
evaluated on the entire route of the 05-29 sequence from the Oxford
Robotcar Dataset. DF-VO using a depth prediction model has a
more consistent scale across the route while SVO has inconsistent
scale as shown by the varying estimated path lengths compared to
the ground truth.

First 500m of 10-29

Fig. 4. TartanVO evaluation output on the first 500m of the 10-29
sequence from the Oxford Robotcar dataset. The red line shows the
segment of the route where the vehicle is not moving in the video.

For the entire route of 12-22 sequence in the 4Seasons
dataset, the stereo camera setup fails due to a challenging
tunnel segment. The best localization results in the stereo
camera setup were obtained from our proposed variant of
modified DROID-SLAM (MDS + CGRP + H) algorithm.

In general, the occlusion caused by the adherent raindrop
does not significantly impact visual odometry as long as
sufficient good visual features can still be found in the scene.

This is difficult for the rain + night sequence as the unoccluded
regions of the images does not provide good visual features due
to the night time imaging. The lens flare and rain streaks might
result in undesirable visual features identified which calls for
additional filters to ignore or remove this effect. Additional
issues such as over-exposure when making a turn could cause
the visual odometry to lose all visual features for that short
period of time which calls for the need of a sensor fusion
approach.

VII. CONCLUSION

An evaluation of a wide range of VO methods was done for
both clear and rain datasets. We found that the VO methods
that employ a depth prediction model are able to maintain
a consistent scale even for rain sequences. The stereo setup
is also able to provide scale information but would require
additional map information to perform well for long-term
localization. Classical methods tend to delocalize easily in
rain and is not recommended for rain condition unless paired
with other sensors for a sensor fusion approach. Out of
all the monocular methods, not one method performed the
best across all three datasets. However, DF-VO performed
consistently well out of all the evaluated approaches and could
be adopted for a sensor fusion approach for short localization
in rain conditions. For longer localization sequences the stereo
method could be considered, where our proposed approach
(MDS + CGRP + H) performs the best out of all the
evaluated approaches across the three datasets. In conclusion,
all evaluated VO approaches are insufficient to localize in rain.
Hence, a more robust sensor fusion based approach is required
for autonomous urban driving in rain.
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