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Koopman neural operator as a mesh-free solver of non-linear partial differential

equationd

Wei Xiongﬂ Xiaomeng Huangm Ziyang Zhangﬂ Ruixuan Dengﬁ Pei Sunm and Yang Tia

The lacking of analytic solutions of diverse partial differential equations (PDEs) gives birth to
a series of computational techniques for numerical solutions. Although numerous latest advances
are accomplished in developing neural operators, a kind of neural-network-based PDE solver, these
solvers become less accurate and explainable while learning long-term behaviors of non-linear PDE
families. In this paper, we propose the Koopman neural operator (KNO), a new neural operator,
to overcome these challenges. With the same objective of learning an infinite-dimensional map-
ping between Banach spaces that serves as the solution operator of the target PDE family, our
approach differs from existing models by formulating a non-linear dynamic system of equation so-
lution. By approximating the Koopman operator, an infinite-dimensional operator governing all
possible observations of the dynamic system, to act on the flow mapping of the dynamic system, we
can equivalently learn the solution of a non-linear PDE family by solving simple linear prediction
problems. We validate the KNO in mesh-independent, long-term, and5zero-shot predictions on five
representative PDEs (e.g., the Navier-Stokes equation and the Rayleigh-Bénard convection) and
three real dynamic systems (e.g., global water vapor patterns and western boundary currents). In
these experiments, the KNO exhibits notable advantages compared with previous state-of-the-art
models, suggesting the potential of the KNO in supporting diverse science and engineering applica-

tions (e.g., PDE solving, turbulence modelling, and precipitation forecasting).

I. INTRODUCTION

A. Partial differential equation solvers are
important

In science and engineering, partial differential equa-
tion (PDE) is a fundamental tool to characterize vari-
ous problems (e.g., problems in fluid mechanics, quan-
tum mechanics, and civil engineering) [1I]. However, even
though significant progress has been achieved on solving
PDEs [2], numerous important PDEs, such as the Navier-
Stokes equation, still lack analytic solutions [3]. Conse-
quently, the urgent needs of solving complicated PDEs in
real applications have given birth to diverse techniques
for computationally approximating PDE solutions [4].

Given ® = @ (D;R%), a Banach space of inputs, and
I' =T' (D;R%), a Banach space of solutions, defined on

a bounded open set D C R?, these PDE solvers are ex-
pected to approximate a solution operator Q that relates
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® with I' for a typically time-dependent PDE family

Oy (1) = (L) (2¢) +n(2e), ze € DX T, (1)
v (w¢) =vB, v+ € 0D x T, (2)
¥ (zo) = 71, o € D x {0}. (3)

In Eq. , notions vp and 7 denote the boundary
and initial conditions, set T' = [0, 00) is the time domain,
differential operator Ly is characterized depending on ¢,
fixed function 7 (+) lives in an appropriate function space
determined by L4, and 7 (-) is the solution of the PDE
family. This formulation gives rise to the solution oper-
ator Q : (¢,vB,7vr) — 7, which reduces to Q : ¢ — ~ if
boundary and initial conditions are constant. For con-
venience, we always consider fixed boundary and initial
conditions in our subsequent derivations. In application,
researchers consider a parametric counterpart Qg ~ Q
parameterized by 6 to define optimization problems [5].

B. Existing partial differential equation solvers are
diverse

To date, diverse types of PDE solvers have been devel-
oped, which can be generally classified as following:

(1) Classic numerical solvers. The earlist and
commonest PDE solvers, such as finite ele-
ment [6] and finite difference [7] methods, solve
PDEs by discretizing the space according to
specific mesh designs.  These approaches are
granularity-dependent, whose accuracy favors fine-
grained meshes while efficiency prefers coarse-
grained meshes [§]. Therefore, they inevitably face
the tradeoff between accuracy and efficiency when
the target PDE is complicated [9].
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(2) Neural-network-based solvers. To revolution-
ize the computational techniques of PDE solving,
three types of neural-network-based solvers have
been proposed to approximate or enhance the clas-
sic ones in a fast manner [I0, [11]:

(2a) Mesh-dependent and finite-dimensional
operators. The first type of solvers approx-
imate the solution operator as a parameter-
ized neural network between finite Euclidean
spaces after discretizing domains D and T into
z and y meshes, i.e., Qp : R" X RY x O —
R* x RY [I2HI4]. These solvers are mesh-
dependent and require fine-tuning on different
values of n, leading to limited generalization
capacities [5].

(2b) Neural finite element methods. The sec-
ond type of solvers directly parameterize equa-
tion solution + (-) as a neural network, which
equivalently gives rise to Qy : D xT x O — R
[10, 15HI8]. Although these solvers are mesh-
independent and accurate, they are limited to
learn a certain instance of the PDE rather
than the entire family [5]. Therefore, similar
to the classic numerical ones, these solvers re-
quires new network design and training when-
ever the instance is changed. Meanwhile, most
of these solvers are not applicable to the cases
where the underlying PDE remains unknown
(see an exception in the finite element network
[18], which supports spatio-temporal forecast-
ing on real data).

(2¢) Neural operators. The third type of solvers
are developed to learn a mesh-dependent and
infinite-dimensional solution operator with
neural networks, i.e, Qg : ®x© — T [5,[0] 19
23]. These solvers overcome the dependence
on meshes by learning network parameters in a
manner applicable to different discretizations.

J

3 (214e) = 0 <Wa (22) + /
Dx{t}

where € € (0,00) denotes time difference, notion % :
D x T — R% denotes the neural network representa-
tion of equation solution 7 generated by specific em-
bedding, mapping ¢ : R — R denotes an element-wise
activation function, notion W : R% — R% denotes
a linear transformation, and kg : R2(4tde) 5 R g
a neural network parameterized by 6 [5]. The com-
puting efficiency of this iterative update can be im-
proved using the well-known Fourier neural operator

Because these solvers learn the solution opera-
tor directly, they only need to be trained once
for a target PDE family. Generating equa-
tion solution ~ () of different instances of the
PDE family only requires a forward pass of
networks, which is computationally favorable
[5L[@]. Although neural operators are initially
not competitive with other neural-network-
based solvers because evaluating kernal inte-
gral operators is costly, the latest approach,
named as Fourier neural operator [9], resolves
this limitation by fast Fourier transform.

Compared with classic numerical solvers, neural-
network-based solvers, especially neural operators, are
more efficient in dealing with science and engineering
questions where PDEs are complicated [5, [9]. Therefore,
our research primarily focus on neural operator designs.

C. Existing partial differential equation solvers

face challenges

Despite substantial progress achieved by neural opera-
tors in theoretical foundations (e.g., Ref. [22]), approxi-
mator designs (e.g., Refs. [0 23]), and applications (e.g.,
Ref. [24]), there still remain numerous challenges in ex-
isting neural operator solvers, among which, a critical one
lies in the limited capacity of existing models to learn the
long-term dynamics of complicated PDEs.

To understand this challenge, let us consider a Green
function, Jy : (D x T) x (D x T) — R, associated with
Eqs. (13) [5]

Y (Xtqe) = / Ts (@e,y)n (ye) dye, V2 € D x {t}.
Dx{t}

(4)

The initial idea of neural operators [5] is to parameterize
this Green function as a kernel integral operator (i.e.,
see the integral term related to ky presented below) and
define an iterative update strategy of neural networks

Ko (xtvyt,éb(xt)@(%)W(yt)dl/t) , Vay € D x {t}, (5)

(

[, i.e., Eq. (5) can be reformulated as 7 (xi4e) =
o [W7 (@) + F 1 (F (rg) - F (3 (24)))] for any z, € D x
{t} (notion F (-) is the Fourier transform that can be
realized by fast Fourier transform in application).

At the first glance, the iterative update in Eq. is
similar to a dynamic system perspective where we study
the evolution mapping ¢ : R% x T'— R% of an infinite-
dimensional non-linear dynamic system ~v; = v (D x {t})
(notion v (D x {t}) represents that function v acts on all



elements in set D x {t})

t+e
Vt+e =Vt +/ ¢(Yr,7)dr, VEET. (6)
t

In this dynamic system, each snapshot ~; is a field
distributed on domain D at moment ¢, i.e., a time-
dependent equation solution of Egs. (1H3). The tem-
poral evolution of field v; is characterized by an infinite-
dimensional evolution mapping ¢ : R% x T — R%

815715 = C(’tht) ’ V’Yt € Rd’y X Ta (7)

which lies in the heart of dynamic system theories
[25] 26). When domain D stands for a bounded spatial
range, Eq. can be understood as a general spatio-
temporal dynamics model of diverse phenomena in neu-
roscience [27], geophysics [28], fluid mechanics [29], and
engineering [30].

For most non-linear PDE families, the concerned evolu-
tion mapping ¢ (-, -) is even more intricate than the equa-
tion solution ~ (+) itself. In the terminologies of modern
dynamic system theory [31], Eq. (6) generally leads to
the cocycle property of the flow mapping 6

0 =08, o0 Vt<t+r<teT (8)

where notion o denotes the composition of mappings.
This cocycle property defines how  (-), the equation so-
lution of target PDE family, evolves across adjoining time
intervals. Challenges frequently arise as time difference
in Eq. @ enlarges because the dynamic system of v (+)
can be either non-autonomous (i.e., the flow mapping 6
associated with ¢ (-, -) is time-dependent) or autonomous
(i.e., the flow mapping 6 is time-independent such that
3¢ (,t) = 0) in different PDE families [25] 26]. If the
non-linear mapping ¢ (-,-) is time-dependent, the accu-
rate modelling of the long-term behaviours of a PDE (i.e.,
€ — 00) becomes increasingly challenging because the
evolution rules of equation solution «y (-) change across
time. To maintain accuracy, existing models are required
to enlarge model size or complexity, inevitably facing the
trade-off between accuracy and efficiency. Certainly, a
model can constrain its strategy to only predict short-
term dynamics (i.e., € = 1). However, learning long-term
dynamics of PDEs serves as the cornerstone of diverse
important applications, such as weather forecasting [32],
epidemic prevention [33], economics analysis [34], and
earth modelling [35]. Therefore, overcoming the limita-
tion in learning long-term PDE behaviours is necessary
for optimizing PDE solvers, which is the core objective
of our research.

D. Our framework and contribution

In this paper, we attempt to overcome the challenge of
predicting long-term PDE dynamics by proposing a new
neural operator named as the Koopman neural operator
(KNO). Our framework and contributions are summa-
rized as following;:

(1) Long-term behaviour of the PDE family as a
non-linear dynamic system of equation solu-
tion. Besides learning the solution operator of an
entire target PDE family, we formalize a non-linear
dynamic system of equation solution described by
Eq. @ in the meanwhile. This characterization
supports to optimize the iterative update strategy
of neural operators in Eq. using dynamic sys-
tem theory.

(2) Equivalent linear prediction of non-linear
dynamics via Koopman operator. To capture
the intricate long-term dynamics, our model is de-
signed to learn the Koopman operator, an infinite-
dimensional linear operator governing all observa-
tions of a dynamic system, to act on the evolution
mapping ¢ (-, ) of the dynamic system of equation
solution. By doing so, we can transform the original
task into an equivalent but simpler linear prediction
problem.

(3) Balance between accuracy and efficiency in
zero-shot and long-term prediction. We com-
pare the KNO with existing state-of-the-art mod-
els (e.g. the Fourier neural operator [9] and other
competitors) in zero-shot prediction (i.e., testing
on an untrained discretization granularity or an
untrained prediction interval) and long-term pre-
diction experiments on five representative PDEs
(e.g., the Navier-Stokes equation and the Rayleigh-
Bénard convection) and three real dynamic sys-
tems (e.g., global water vapor patterns and west-
ern boundary currents). In these experiments, the
KNO is shown as a competitive approach to realize
PDE solving and dynamic system modelling.

The open source code release is provided in https:
//github.com/Koopman-Laboratory/KoopmanLab. One
can also see Ref. [36] for this toolbox.

II. THE KOOPMAN NEURAL OPERATOR:
THEORY AND COMPUTATION

A. Time-dependent Koopman operator

The non-linear and potentially non-autonomous dy-
namic system in Egs. (6H8) makes the long-term pre-
diction a daunting challenge. In practice, researchers al-
ways expect to deal with a linear dynamic system (i.e.,
Oyye = Av; where A is a linear operator), whose dynam-
ics is sufficiently simple and can be accurately modelled.
Therefore, a natural question is whether we can trans-
form the original system in Egs. to a linear one to
simplify the learning task with reasonable errors.

According to modern dynamic system theory, such
an objective can be realized by formulating the Koop-
man operator K, an infinite-dimensional linear opera-
tor governing all possible observations of a dynamic sys-
tem, and letting it act on the flow mapping ¢ (-,-) to
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linearize the original dynamic system in an appropriate
space [31]. For instance, let us take the case where sys-
tem ~; is autonomous (i.e., #! can be simplified as 0'')
as a simple illustration, the family of Koopman oper-
ators K¢ : G (Rd7 X T) — G (Rd7 X T)7 parameterized
by time difference ¢, is defined based on a set of ob-

servation function (or named as measurement function)
G(RY xT) ={glg: R x T — C} [31]

Keg (1) =g (6" (1)) = & (Vere) , Ve €RD X T2 (9)

Given with an appropriate space defined by G (Rd7 X T),
we can linearize the dynamics of v via Eq. @D This idea
has seen notable success in fluid dynamics [37], robotics
[38], plasma physics [39], and neuroscience [40].
Different from existing machine-learning-based Koop-
man operator models that either are limited to au-
tonomous dynamic systems (e.g., the case described by
Eq. (9)) M1H44] or require a priori knowledge about
the eigenvalue spectrum (e.g, the numbers of real and
complex eigenvalues) of Koopman operator for non-
autonomous dynamic systems [45], our framework con-
cerns a more general case where we consider a time-
dependent Koopman operator applicable to both non-
autonomous and autonomous dynamic systems [46]

Kit*g(n) =g (9?5 (7)) =8 (Vtse), VE<t+eeT.
(10)

As shown in Eq. , this Koopman operator governs a
time-dependent linear evolution flow of g () in a space
defined by G (R4 x T')

t+e _
€ g

In mathematics, the adjoint of the Koopman operator
defined by Eq. @D is the Perron-Frobenius operator of
dynamic systems [47] while the adjoint of the associated
Lie operator (see [A| for details) is the Liouville operator
of Hamiltonian dynamics [48, [49]. These properties re-
late our approach with well-known theories about linear
representation of dynamic systems in statistical physics
and quantum mechanics [50].

B. Time-dependent Koopman operator in PDE
solving

To understand how the linearization of g () realized
by the Koopman operator is related to PDE solving, we
can consider the Lax pair (M, N) of an integrable version

J

Rn=1[8(0),8(7) 8 (1),

of the PDE described by Eqgs. (1H3) [51]

M=D} +ay(z) I, aeC, (12)
MQ][J (xt) = )\1/) (mt) ’ A€ (Ca (13)
o (24) = N (24) (14)

in which D} is the n-th total derivative operator and I
is an identity operator. We notice that Eq. actually
defines an eigenvalue problem associated with operator
M at moment t. By calculating the time derivative of Eq.
, we can observe a relation between linear operators

M and N
OM + MN = NM) Y (z) = O\ (z) . (15)
This relation implies
HM + [M,N] =0, (16)

where [M, N] = MN — N M stands for the commutator
of operators [52]. Given Eqs. (12}16), we can combine
them with Eq. to identify a relation between opera-
tor A and the time-dependent Koopman operator K/ 1e

P (D X {t}) = g(%) = N = lim K€+Eg (Vt) — 8 (’Vt).

t+e—st e
(17)

Note that Eq. still holds when the evolution of
equation solution v; is autonomous (i.e., we can consider
a time-invariant Koopman operator I in Eq. di-
rectly).

Therefore, the linearization of g(v;) via a Koopman
operator is closely related to the Lax pair and can be
understood in the aspect of the inverse scattering trans-
form of integrable PDEs [5I]. This relation has been
comprehensively studied in mathematics and physics [53-
50], ensuring the validity and effectiveness of using the
Koopman operator theory during PDE solving.

C. Computational idea of the Koopman operator
approximation

After formalizing the time-dependent Koopman opera-
tor and confirming its relation to PDE solving, our next
task is explore a possible idea to computationally rep-
resent this Koopman operator. Inspired by the Hankel-
DMD [57], sHankel-DMD [58], and HAVOK [59] algo-
rithms, we consider the Krylov sequence [60] of the ob-
servable defined by a unit time step ¢ € [0, o0]

,8 (Yne)l (18)

= [g(10) . K58 (0) . K2K58 (0) - K1) K% - K (30)] (19)



which can be seen in the Krylov subspace method for
computing matrix eigenvalues [60]. Such a sequence can
be efficiently sampled by a Hankel matrix representation
of the system

g (70) g (7e) g (Yne)

Hixn = : . . : ’

g (7(m+n71)6)
(20)

8 (Ym-1e) 8(me)

whose dimension of delay-embedding is m € NT. The
columns of H,,xn approximate the functions in the
Krylov subspace. Our motivation to consider this Krylov
subspace lies in the possibilities for it to span an invariant

J

subspace, K C G (Rdw X T), of the Koopman operator
K = span (R,,) ~ span (H(,n)) (21)

if n > dim (K) — 1 (notion dim (-) denotes the dimension-
ality). To see these possibilities, we consider the Galerkin
projection of the original Koopman operator to K, which
is denoted by Ki° : G (R% x T) — K for any t € T.
For any function h(-) € G (R% x T), we have

<E§+6h (’}/t) 8 (’716)> = <’C§+Eh (’yt) 8 (’yiE)>7 Vi = 07 ceey
(22)
where (-, -) is the inner product. According to Refs. [61]

62], the Koopman operator restricted to K approximates
the original Koopman operator

lim IR h (1) — Ki+¥h () | wd = 0, VR () € G (R x T) (23)

m—oo Q(Rd’Y ><T)

if the original Koopman operator is bounded and K
happens to be its invariant subspace (or simply n — o).
Notion y denotes a measure on G (R4 x T') and |- || is
the Frobenius norm. Therefore, we are expected to ap-
proximate the original Koopman operator via a restricted
counterpart such that

Homen (k+1) = K& N0 (), VE=1,...,n, (24)
where H,,xn (k) denotes the k-th column of H,,xp -

A challenge lies in that all the derivations presented
above (i.e., the Krylov subspace method, Hankel matrix
representation, and the Galerkin projection) are initially
proposed for autonomous systems [31), 57H59]. Although
we can formulate these mathematical expressions for a
time-dependent Koopman operator as shown in Egs. (18
, this formulation inevitably requires an online opti-
mization in computational implementation because the
concerned Koopman operator may change across time.

J

— 1
Ke = lim -
t—oo t [O,t)

Given a fixed &, the Koopman operator K.
g (Rd7 X T) — K in Eq. can be understood as the

time-average of I€§+E at different ¢. A representation of
K. only requires offline optimization and is computation-
ally favorable for solving PDEs.

(

The expensive online optimization is not favorable for
solving PDEs, persuading us to consider an alternative
solution. As suggested in Ref. [63], we can assume a con-
stant form of the Koopmen operator, Kf“, only when €
is sufficiently small (i.e., the time interval is small enough
such that the changes of l€§+€ during this duration are
negligible). Given this assumption, we can further con-
sider a condition under which the dynamic system of
g (7:) is approximately ergodic (i.e., the observation of
equation solution, g (7:), eventually visits all possible
states in R% as t — oo, thus the proportion of time
that g (:) spends on a particular state equals the prob-
ability of this state) [57, [64]. This condition makes the
time-averaging approximate the true expectation of of an
observable as the time approaches to infinity. Under this
condition, we can define an expectation of the Koopman
operator controlled by time difference ¢

g (1) 8 (Yr4e) dr =~ argmin Y [[Hoxn (b +1) = PHon () || 5. (25)
PeRrdv+ T

Therefore, the offline optimization of the Koopman op-
erator is required to support a high time resolution (i.e.,
a small ). Meanwhile, we need to find an appropri-
ate design of the observation function g (-) such that the
ergodicity condition holds with reasonable errors. Al-

m,



though these two requirements make analytic derivations
or algorithmic approaches highly difficult (e.g., see Ref.
[63] for the usage of an integrated framework of offline
low rank decomposition and online reduced-order model-
ing in dealing with the first requirement), we suggest the
possibility for a neural-network-based approach to satisfy
them in practice.

D. Neural network architectures of Koopman
neural operator

The non-trivial part of the idea discussed above is how
to define an effective neural network architecture to real-
ize a Koopman-operator-based PDE solving pipeline. Be-
low, we introduce the Koopman neural operator (KNO)
as a possible architecture design, whose open-source Py-
Torch toolbox is released in Ref. [65]. In general, a KNO
architecture consists of the following parts:

(1) Part 1: Observation. Given an input ¢; =
¢ (D x {t}) of the PDE in Egs. , we first
transform it as g (%) in space G (R% x T') by an
encoder (a single non-linear layer with tanh (-) acti-
vation function) that represent an observation func-
tion g (-). Please see Figure [[for illustrations.

(2) Part 2: Fourier transform. We apply the
Fourier transform to map g (4:) as gr (3z) = F o
g (9:) and parameterize the subsequent parts of
our network in the Fourier space. Similar to Ref.
[9], g7 (7:) is computed by fast Fourier transform,
where we truncate the Fourier series at w, a max-
imum number of frequency modes. On the one
hand, as suggested in Ref. [9], this procedure offers
a convenient computation of the iterative update
strategy shown in Eq. (4). On the other hand, the
truncated Fourier transform is important for our
model because it subdivides the system into two
parts. The first part corresponds to the remaining
low-frequency modes after truncation while the sec-
ond part consists of the truncated high-frequency
modes. Although there is no theoretical guaran-
tee, low-frequency modes are generally more stable
than those volatile high-frequency modes in prac-
tice unless the system is purely random. In other
words, it is more possible for low-frequency modes
to satisfy the ergodicity condition with acceptable
errors than high-frequency modes. Therefore, by
filtering out high-frequency modes and learning the
Koopman operator only on low-frequency modes in
Part 3, we can empirically reduce the difficulty
of data-driven Koopman operator approximation.
Meanwhile, we design an extra part (Part 5) in
our model to extract the high-frequency modes of
g (9:) to complement the lost information about
high-frequency fluctuations. Thus, our model can
also capture the volatile parts of real systems that

are less ergodic and difficult to predict using the
Koopman operator. Please see Figure [[for details.

Part 3: Hankel representation and offline
Koopman operator. Given gz (7;) for every
t € eNT, we set a dimension of deAlay—embedding,
m € N, to define a Hankel matrix H,,x» of g (1)
(note that n equals the number of accessible sam-
ples). To ensure that the space spanned by the
Hankel matrix successfully approximates the invari-
ant sub-space of target Koopman operator, we train
a o X o linear layer to learn the r-th power of the
Koopman operator K. : G (R% x T) — K follow-
ing Eqgs. . Based on the learned operator
KET, we can predict the future state of the lat-

est observable gT; (Vimtn-1)c) 8s 8F (Vmtn)e) =
[K;?—Almx,l (n)} (m), where notion T denotes the
transpose of a matrix. Here we choose to learn the
r-th power of K. because a flexible value of r € N
offers opportunities for us to adjust the time resolu-
tion. Specifically, given the a priori time resolution
€ pre-determined by the data set, we can control the
internal time resolution of the learned Koopman
operator by setting a prediction length r. Based
on this setting, predicting the evolution of gx (7;)
during a duration of ¢ requires the Koopman op-
erator to iterates r times in the Fourier space (i.e.,
each iteration only corresponds to a short period of
g/r). In other words, even though the time resolu-
tion ¢ of the sampled data may be not high enough,
we can define a non-one value of r to improve the
actual time resolution on which the Koopman op-
erator acts. This procedure has benefits in practice
because the changes of the time-dependent Koop-
man operator are more negligible during a smaller
period, which makes the offline optimization less
challenging. Please see Figure [[for illustrations of
Part 3.

Part 4: Inverse Fourier transform. Given each
predicted state gr (/W\(ern)g) in Part 3, we trans-
form it from the Fourier space to G (Rdﬁ X T) by
an inverse Fourier transform, i.e, g (ﬁ(mﬁl)g) =
Flogr (ﬁ(m_,_n)s). Note that high-frequency fluc-
tuations in the system have been filtered out in
Part 2 and can not be directly recovered by the
inverse Fourier transform (the complement of the
lost information is realized by Part 5). Please see
Figure [[for the instances of Part 4.

Part 5: High-frequency information com-
plement. According to the Fourier analysis im-
plemented on feature maps, convolutional lay-
ers can amplify high-frequency components [6G6].
Therefore, we train a convolutional network C
on the outputs of Part 1 to extract their
high-frequency information, denoted by g¢ (%),
as a complement of Parts 2-4. Meanwhile,
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FIG. 1. Conceptual illustrations of neural network architectures of the KNO. Note that the layout of every part is slightly

reorganized to offer a clear version.

the convolutional network also implements an in-
dependent forward prediction parallel to Parts
. ~ ~ T
2-4, ie, [gc (’7(1'-&-1)5) ) 8C (’Y(H—m—i—l)s)] =
C [g (Fie) s » 8 (W(H_m)e)]T for any i = 1,...,n.
In the released toolbox of the KNO [65], a basic
implementation of C is a convolutional layer, which
is simple and practical. If the forward prediction
becomes challenging in complicated PDEs, one can
also consider other effective convolutional network
designs. For instance, we can use a simple tripar-
tite network design to realize C. The first and the
third parts of C are convolutional layers used for
data reshaping and the second part of C is the in-
ception module (i.e., the basic component of the
GoogLeNet) [67], whose efficiency has been exten-
sively validated in practice. This design is provided
in the toolbox as well. See Figure [Tfor the illustra-

Vo = [g_l(}__

tions of Part 5.

(6) Part 6: Inverse observation. Given two future
states, g (Y(m+n)z) and gc (F(m4n)e), of the latest
observable independently predicted by Parts 2-4
and Part 5, we unify them by gy (ﬁ(m+n)s) =
(1 - )‘)g (:y\(m+n)e) + )‘gC (a(m-i-n)a)a where A\ €
[0, 1] controls the relative weights of low- and high-
frequency information. We train an non-linear de-
coder (a single non-linear layer with tanh () ac-
tivation function) to represent the inverse of ob-
servation function g=! (-) ~ g;,;' (-) and transform
gy (ﬁ(ern)s) t0 Y(m+n)e, the target state of equa-
tion solution in space R% . Please see Figure |1| for
details.

Based on Parts 1-6, we have developed a new iterative
update strategy different from Eq. @ For any ' >t €
eN, we have

_ T
1OICE o]:og( = mst])+cog( = met]) ):| (m)7 (26)

Parts 1-4

where Y _me 4 is a vector [Y;_me, . .., 7] defined by m €
N, the dimension of delay-embedding. In Figure [I} we
illustrate the one-unit architecture of KNO. Similar to
Fourier neural operator [9], a z-unit KNO architecture
can be produced by cascading the copy of Parts 2-5 z
times. Based on Eq. , the loss function of the KNO
is defined as

m
L=a|y —ywlr+ 52 ||g_1 0 g (Yt—ime) = YVe—imel
i=0

(27)

where a, 8 € (0,00) control the weights of prediction and
reconstruction processes in the loss function, respectively.

Part 1 and part 5

The idea of subdividing the prediction, reconstruction,
low-frequency, and high-frequency contributions of the
loss function can also be seen in previous studies about
the sparse identification of nonlinear dynamic systems
[68-70].

The proposed KNO framework shares a similar motiva-
tion of parameterizing the Koopman operator via neural
networks with Ref. [45]. The KNO is different from clas-
sic frameworks since it is developed for PDE solving and
consists of multiple procedures to reduce the difficulties of
Koopman operator approximation (e.g., the divide-and-
conquer processing of high- and low-frequency informa-
tion as well as the flexible setting of internal time resolu-
tion). Below, we test our KNO model in representative



tasks to validate its effectiveness.

III. EXPERIMENTS
A. Experiments design
1. Data set information

We implement our experiments on the 1-dimensional
Bateman-Burgers equation [7I], the 2-dimensional
Navier-Stokes equation [72], the 2-dimensional Rayleigh-
Bénard convection (i.e., a kind of turbulent convection)
[73], the 2-dimensional shallow-water equations [74], the
infrared satellite imagery of water vapor in the Storm
EVent ImagRy data set [75], and the western boundary
current data collected by the E.U. Copernicus Marine
Environment Monitoring Service [76, [77]. The first four
data sets correspond to typical problems in turbulence
analysis. The last two data sets contain the real data
governed by unknown PDEs, which offer opportunities
to explore the applicability of the KNO in real precipi-
tation forecasting (e.g., storm and rainfall) and western
boundary current analysis tasks (e.g., the dynamic mod-
elling of Kuroshio and Gulf Stream currents). Please see
[B] for full data description.

2.  Ezperiment designs and baselines

We conduct five experiments to validate our model:

(1) Mesh-independent experiment. As suggested
in previous works [5 @, T9-23], neural operator
models are expected to be mesh-independent be-
casue they learn the solution operator of an entire
PDE family. Therefore, we design an experiment
to validate the mesh-independent property of the
KNO.

(2) Long-term prediction experiment. To validate
the long-term prediction capacity of the KNO, we
design prediction tasks on eight data sets, including
five representative PDE solving problems in turbu-
lence analysis and three complicated dynamic sys-
tem modelling problems.

(3) Zero-shot prediction experiment (discretiza-
tion granularity). Following the idea of Ref. [9],
we validate the generalization ability of the KNO
by testing it on untrained discretization granularity
(e.g., in a way similar to super-resolution [9]).

(4) Zero-shot prediction experiment (prediction
interval). Apart from the generalization on un-
trained discretization granularity, we also validate
the generalization capacity of the KNO on un-
trained prediction interval (e.g., zero-shot temporal
interpolation and extrapolation).

(5) Ablation experiment. To demonstrate the sig-
nificance of the learned Koopman operator in the
KNO, we implement an ablation experiment.

In our experiments, the high-frequency complement
can be either realized by a single convolutional layer, Cs,
or by a simple tripartite convolutional network, C;. Be-
sides the KNO, we implement the following models for
comparison: the Fourier neural operator (FNO) [9], the
U-shaped neural operator (UNO) [78], the convolutional
neural operator (CNO) [79], latent spectral model (LSM)
[80], the U-Net [8I], and the residual neural network
(ResNet) [82]. Among these baseline models, the FNO [9)]
is an extensively validated neural operator model. The
UNO [78] and the CNO [79] represent the performance of
recently proposed neural operators. The LSM [80] serves
as an instance of the neural network parameterization of
spectral methods. The U-Net [8I] and the ResNet [82]
represent the classic ideas of spatio-temporal modeling
in the field of deep learning. Other common neural net-
work models in deep learning, such as the convolutional
LSTM (ConvLSTM) [83], and deep hidden physics model
(DHPM) [84], are shown as less efficient on complex dy-
namic systems [83] and are not considered in our research.
Each model is trained by its default optimizer (e.g., the
KNO and the FNO are trained by the Adam optimizer).

The experiments on the first four PDE data sets are
implemented on a single Nvidia V100 GPU with 32GB
memory. The experiments on the last two large-scale real
data sets are implemented on a single Nvidia A100 GPU
with 40GB memory.

B. Experiment results
1. Mesh-independent experiment

Our mesh-independent experiment is implemented on
the data of 1-dimensional Bateman-Burgers equation
generated under different discretization conditions (i.e.,
spatial resolution of meshes). The data with highest res-
olution is generated following the Gaussian initialization
introduced in Ref. [9]. The data with lower resolution
are directly down-sampled from the data with higher res-
olution.

We choose the FNO as a baseline for comparison. As
for other baseline models less efficient than FNO in mesh-
independent experiment, such as graph neural operator
(GNO) [5] and multipole graph neural operator (MGNO)
[85] (see results reported by Ref. [9]), we no longer dis-
cuss them for convenience. We implement multiple ver-
sions of the KNO with different hyper-parameters (e.g.,
operator size o, frequency mode number f, the itera-
tion number r of the Koopman operator, and the rela-
tive weight A that controls the contributions of low- and
high-frequency information. Please see Sec. [[ID]for the
meanings of these parameters). Under every condition,
these models are trained on 1000 samples and conduct 1-
second forward prediction (i.e., ' —¢ = 1) on 200 samples



(a)

0.010

(b)

0.010

—e— KNO(0=16,=10,=10,5473)  A=0.5 —e— KNO(0=16,f=10,r=10,12769) A=0.25
—e— KNO(0=32,f=10,r=10,21697) —e— KNO(0=32,f=10,r=10,50113)
00091 o kNO(0=48,f=10,r=10.48673) Cs 00091 o kNO(0=48,f=10,r=10,112033) Ce
FNO(w=64,f=16,143873)
0.008 0.008
@ 0.007
. 0.007
S
o
0.006 0.006
-
0.005 0.005 ;
0.004 0.004
0.0035 29 210 o1t o1z 213 0.0035 39 210 i 12 2
Resolution Resolution

(c)

0.010

(d)

0.010

—e— KNO(0=16,f=10,r=10,12769) A=0.5 —e— KNO(0=16,f=10,r=10,12769) A=0.75
0.009] —* KNO(0=32,f=10,r=10,50113) C 0.009] —* KNO(0=32f=10,r=10,50113)

—e— KNO(0=48,f=10,r=10,112033) —e— KNO(0=48,f=10,r=10,112033)
0.008 0.008
0.007 0.007
0.006 0.006
0.005 f 0.005 "\.——j-——"—_'j
0.004 —— — 0_004’/',___.—-0—0\_.

3 0-00325 29 210 211 212 213 0-00325 29 210 211 212 213
Resolution Resolution

Experiment results of mesh-independence. (a-d) respectively present the results under different conditions of high-

frequency complement designs and A in the KNO. Here the high-frequency complement is either realized by a single convolutional
layer, Cs, or by a simple tripartite convolutional network, C;. Parameter A controls the contributions of low- and high-frequency
information. Model performance is measured using the root mean square error (RMSE). In the legends of (a-d), the numbers
within brackets indicate the parameter settings and model sizes, where the last number corresponds to the model size and all
other numbers denote parameters. Notion w in the FNO stands for the width parameter (i.e., the dimension of latent space)
[9). Note that the results of the FNO are not repeatedly shown in (b-d) since the adjustment of A has no relation with the

FNO. Therefore, the performances of the KNO models in (b-d)
().

for performance evaluation. During training, the batch
size is fixed as 64. The learning rate is initialized at 0.001
and is halved every 100 epochs. The weights of predic-
tion and reconstruction in the loss function are defined
as a = b and f = 0.5, respectively.

As illustrated in Figure [2) the KNO achieves almost
constant prediction error on every resolution. Compared
with the FNO, the prediction error of KNO models are
generally smaller under different conditions. Notably, a
one-unit KNO only requires about 5 x 10% parameters to
achieve similar performance with a one-unit FNO that
has more than 1.4 x 10° parameters. When the model size
of the KNO increases to 2 x 10% or 4 x 10%, the KNO can
significantly outperform the FNO. These results suggest
the possibility for the KNO to be better at maintaining
the balance between accuracy and efficiency in PDE solv-
ing (i.e., the KNO achieves higher accuracy with fewer
parameters). Meanwhile, we notice that a KNO model
with a balance between high- and low-frequency informa-
tion (i.e., A = 0.5) can maintain more robust performance
across different resolutions (i.e., the fluctuations of per-
formance are relatively smaller). Therefore, we speculate
that A = 0.5 is an optimal empirical choice in dealing
with cross-resolution prediction tasks. This speculation
is also verified in our subsequent zero-shot experiment in

Figure [4

2. Long-term prediction experiment

Our long-term prediction experiment is implemented
on all 2-dimensional data sets. Among these imple-
mented data sets, the 2-dimensional Navier-Stokes equa-
tion can be defined with three viscosity cases, i.e., v €
{1072,1074,107°}. On all data sets, the trained mod-
els are required to predict 10 time frames in the fu-

can be directly compared with the performance of the FNO in

ture (i.e., ' = t + ze, where z € {1,...,40} is se-
lected for the 2-dimensional Rayleigh-Bénard convection
data while z € {1,...,10} is set for all other data
sets). Note that the meaning of the time difference € be-
tween adjacent time frames varies across different data
sets. For the 2-dimensional Navier-Stokes equation, the
2-dimensional Rayleigh-Bénard convection, and the 2-
dimensional shallow-water equations, the time difference
denotes one second. For the the western boundary cur-
rent data (e.g., the Kuroshio and Gulf Stream currents),
the time difference corresponds to one day. For the in-
frared satellite imagery of water vapor, the time differ-
ence corresponds to a five-minute-interval. Therefore,
ten or fifty time frames can already span a long interval
of physics time to make the concerned systems exhibit
long-term and highly non-linear evolution.

Here we present the details of experiment implemen-
tation. For the Navier-Stokes equation, the training set
contains 1000 samples. The testing set contains 200 sam-
ples for v € {1073, 10~*} while it includes 100 samples for
v = 107°. For the Rayleigh-Bénard convection, models
are trained and tested on 1600 and 200 samples, respec-
tively. For the shallow-water equations, the training and
testing sets respectively include 1600 and 200 samples.
In all western boundary current data prediction tasks,
models are trained on 1600 samples and tested on 200
samples. For the water vapor prediction task, models are
tested on 400 samples after being trained on 3200 sam-
ples. To show that the KNO is not limited to small model
designs, we present a possible realization of a relatively
large KNO model (defined with o = 16, f = 12, A = 0.5,
and r = 6. High-frequency information complement is re-
alized using the simple tripartite convolutional network
Ci. Model size is 19871979). The compared models on
all data sets include the FNO (model size is 926517), the
UNO (model size is 30478033), the CNO (model size is



10

(a) (b) () (d)

0.05 0.5 0.08
== FNO Navier-Stokes == FNO Navier-Stokes == FNO Navier-Stokes 4 == FNO Shallow-water
trer CNO v=0.001 srer CNO v=0.0001 0.7 * ONO v=0.00001 ,*| 0074 ***" CNO
0.0a] — UNO 04] — UNO —- UNO / —- UNO
T == Lsm 1 == Lsm — = LsM 4 — = LsM
0.6 s 0.06
= = ResNet — = ResNet = = ResNet 7 = = ResNet
U-Net U-Net
& 0.03{ — KNO 0.31 =— KNO
=
o
0.02
0.01
003357 5 6 7 & 6 1% 5 5 & £t o 7 & o
(e) (f)
0.6 014 0.10
== FNO Rayleigh-Bénard == FNO Kuroshio_~*| ™
‘eer CNO ) 0147 ... cno P
054 —- oNo convection . 0N P 0124
0.104
w
wv
= 0.08
o
0.06
0.04+
0027
0.0
1 5 10 15 20 25 30 35 40 {1 2 3 4 5 6 7 8 9 10

Time frames Time frames Time frames Time frames

2
0
-2

e
o

(i)

Ground truth Prediction

Initial condition

| BT
5
KN

W, /.
T = aae .y f-0s
= ik b
(o] FNO LSM U-Net ResNet
0] - -
Initial condition Ground truth Errors
40°N }&uroshm ) 40°N T ) 40°N|- o ) 16 40°N| b o0a
: 14
35°N 35°N 35°N 35°N 5
12 0.2
30°N 30°N 30°N 30°N
1.0
25°N 25°N 25°N 0.8 25°N 00
0.6
20°N 20°N 20°N 20°N -0.2
0.4
15°N{. 02 15°N{
A X -0.4
23 2
° 10on 8 ° 0.0 10° n
125°E 130°E 135°E 140°E 145°E 150°E 155°E 125°E 130°E 135°E 140°E 145°E 150°E 155°E 125°E 130°E 135°E 140°E 145°E 150°E 155°E 125°E 130°E 135°E 140°E 145°E 150°E 155°E
50°N Stre g iz 16 4 "
GulIf S eam g X 04
e - 14 o
Y . i~
1.2 0.2
-~
40°N 5 * 40°N]
S ION ¥ S
35°N 0.8 35°N 0.0
0.6
30°N 30°N 30°N 30°N -0.2
0.4
25°N 25°N 25°N 25°N
02 -04
20°] 20°] 20°N, 0.0 20°)
-65°W -60°W -55°W -50°W -45°W -40°W -35°W -65°W -60°W -55°W -50°W -45°W -40°W -35°W -65°W -60°W -55°W -50°W -45°W -40°W -35°W -65°W -60°W -55°W -50°W -45°W -40°W -35°W

FIG. 3. Experiment results of long-term prediction. (a-h) show the performances of all models on different data sets, where
each prediction step creates a time frame. (i) visualizes the prediction results (the twenty-sixth time frame after the initial
condition is selected as an instance for illustration) and the associated errors of all models on the Rayleigh-Bénard convection.
Note that color bars in (i) are shared by all models. Therefore, the results can be directly compared across different models.
(j) presents the prediction results (the third time frame after the initial condition) and the associated errors of the KNO on
the Kuroshio and Gulf Stream currents.

2667034), the LSM (model size is 19188162), the U-Net  (model size is 24950491), and the ResNet (model size is
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FIG. 4. Results of the zero-shot experiment (discretization granularity) on the 1-dimensional Bateman—Burgers equation.

(a-d) respectively present the results under different conditions of high-frequency complement designs and A in the KNO. Here
the high-frequency complement can be either realized by a single convolutional layer, Cs, or by a simple tripartite convolutional
network, C¢. Parameter A controls the contributions of low- and high-frequency information.

20316490).

As shown in Figures a—h), the KNO achieves opti-
mal or nearly optimal performance on all data sets. The
increase rates of prediction errors in the KNO are gener-
ally smaller than those in other compared models. These
results suggest that the usage of the Koopman opera-
tor modelling approach is beneficial to characterizing the
long-term evolution of PDEs or real systems because it
helps improves model accuracy. In Figures i—j), we
show the instances of prediction results. It can be seen
that the smaller errors achieved by the KNO do ensure
a higher quality of 2-dimensional field visualization in its
prediction results. The rapid growth of errors in other
models generally lead to blurry and inaccurate visualiza-
tion results.

3. Zero-shot experiment on discretization granularity

As suggested by Ref. [9], a mesh-independent neural
operator model can be trained only on the data with
lower resolution and predict the data with higher reso-
lution (referred to as zero-shot super-resolution [9]). In
our research, we validate this property by implementing
a zero-shot experiment and comparing between the KNO
and the FNO.

Model settings are the same as our mesh-independence
experiment shown in Figure[2] We use the 1-dimensional
Bateman—Burgers equation to implement the experi-
ment. Most of the settings of prediction tasks keep the
same as those in Figure[2] The only difference lies in that
all models are trained on a lower resolution and tested
on a higher resolution. Specifically, models are trained
on 2% grids and tested on {2°,... 213} grids for the 1-
dimensional Bateman—Burgers equation.

As shown in Figure[d] a KNO with a smaller model size
can outperform a FNO with a larger model size under
many conditions. Meanwhile, after comparing between
the performances of the KNO across different settings of
A, we find that A = 0.5 is an optimal choice for zero-shot

prediction across resolutions, which is consistent with our
observations in Figure [2]

4. Zero-shot prediction experiment on prediction interval

Because the KNO is proposed to model the intricate
dynamics of PDE solutions, it is natural to wonder if
the KNO can achieve optimal performance in the zero-
shot prediction task with an untrained prediction inter-
val. Specifically, there are two kinds of possible situa-
tions. In the first situation, models are only supervised
by non-adjacent time frames separated by untrained time
frames. Models are required to predict these unsuper-
vised time frames separating between supervised ones.
For instance, if supervised time frames are separated by
two untrained frames, models learn how to predict the 1-
st, the 4-th, the 7-th time frames and so on during train-
ing. During testing, models are required to predict the
2-nd, the 3-rd, the 5-th, and the 6-th time frames and
so on. In the second situation, models are supervised
by a given time interval and learn how to predict the
time frames within this interval. During testing, models
are required to predict a much longer time interval that
covers multiple unsupervised time frames. For instance,
models are trained to predict 10 time frames in the fu-
ture. During testing, they are required to predict 40 time
frames instead. These two kinds of zero-shot experiments
are useful in temporal interpolation and extrapolation.

The 2-dimensional Rayleigh-Bénard convection data is
used to implement the experiment. We directly adopt
model parameter settings from our experiment in Fig-
ure In the first kind of zero-shot experiment, models
are supervised by the time frames separated by 2 or 4
untrained frames. In the second kind of zero-shot ex-
periment, models are trained to predict 10 or 20 time
frames. During the testing, they are required to pre-
dict 40 time frames in the future (i.e., there are 30 or 20
unsupervised time frames used for zero-shot prediction).
As shown in Figures (a—d)7 the KNO generally achieves
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FIG. 5. Results of the zero-shot experiment (prediction interval) on the 2-dimensional Rayleigh-Bénard convection data. (a-b)
show the results of the first kind of zero-shot prediction, where models are supervised by the time frames separated by 2 or 4
untrained frames during training, respectively. The result of the ResNet is absent in (b) because the ResNet does not converge
well during training. (c-d) present the results of the second type of zero-shot prediction, where there are 20 or 30 unsupervised
time frames during testing. Note that the lines shown in (a-d) are smoothed using the B-spline basis offered by Scipy [86]
because the raw performances of the ResNet and the CNO are oscillating. (e) visualizes the prediction results (the twenty-sixth
time frame after the initial condition is selected as an instance for illustration) and the associated errors of all models during
the zero-shot experiment shown in (d).

ideal accuracy in both kinds of zero-shot experiments. vation function and its inverse by the reconstruction loss.
In Figure e), we visualize instances of the prediction In the latter case, the whole model is driven to focus only
results of all models during the zero-shot extrapolation on the temporal prediction and the linear layer does not
experiment with 30 unsupervised time frames. Because necessarily function in a Koopman-operator-like manner.
these instances correspond to the same system shown in We use the data of the 1-dimensional Bate-
Figure i), we can directly compare between these two ~ man—Burgers equation to implement the ablation exper-
cases and find that the long-term prediction of the KNO iment. For convenience, the high-frequency complement

is still robust even without supervision while the perfor- in the KNO is realized by a single convolutional layer, Cs,
mances of other models significantly reduce in the zero- with A = 0.5. As shown in Table[l} the KNO defined with
shot case. These results suggest that the captured evo- an effective reconstruction process generally outperforms

lution patterns by the approximated Koopman operator the KNO framework only driven by the prediction loss.
are suitable for dynamic system modelling.

IV. CONCLUSION
5. Ablation experiment
In summary, we develop the Koopman neural oper-
To prove that the learned Koopman operator is a key ator (KNO), a mesh-independent neural-network-based
factor to ensure the effectiveness of the KNO, we set solver of partial differential equations. The basic code

a simple ablation experiment to compare the predic- of the KNO is provided in [C] and the official toolbox of
tion performances between the KNO framework with and ~ the KNO can be seen in Ref. [36]. Compared with the
without the reconstruction loss term. In the former case, existing state-of-the-art approaches in the field of neural-

the temporal prediction in the model mainly depends on network-based PDE solving, such as the Fourier neural
the weight matrix of the linear layer, which functions as operator [9], the U-shaped neural operator [78], the con-
the r-th power of a Koopman operator. Other optimiz- volutional neural operator [79], and latent spectral model
able parts of the model will be driven to learn the obser- [80], our proposed KNO exhibits a higher capacity to cap-
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Operator size o Mode number f Iteration number r| Weight a Weight 5| RMSE

8 10 10 5.0 0.5 6.18 x 1073
8 10 10 5.0 0 6.09 x 1073
8 10 16 5.0 0.5 5.01 x 103
8 10 16 5.0 0 4.79 x 1073
8 64 10 5.0 0.5 4.93 x 1073
8 64 10 5.0 0 5.17 x 1073
16 10 16 5.0 0.5 3.24 x 1073
16 10 16 5.0 0 3.32x 1073
32 10 16 5.0 0.5 2.32 x 1073
32 10 16 5.0 0 2.46 x 1073
32 64 16 5.0 0.5 2.34 x 1073
32 64 16 5.0 0 2.40 x 1073
128 10 16 5.0 0.5 1.92 x 103
128 10 16 5.0 0 2.08 x 1073

TABLE I. Results of the ablation experiment on the 1-dimensional Bateman—Burgers equation.

ture the long-term evolution of PDEs or real dynamic sys-
tems. Meanwhile, it generally maintains accuracy across
different mesh resolutions. This property suggests the
potential of the KNO to be considered as a basic unit
for constructing large-scale frameworks to solve complex
physics equations with non-linear dynamics or predict
future states of real dynamic systems. Moreover, the ro-
bust mesh-independence property enables the KNO to be
trained on the low resolution data before being applied
on the high resolution data. This property may create
more possibilities to reduce the computational costs of
PDE solving.
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Appendix A: The associated Lie operator of the
Koopman operator

Besides the linear system in Eq. @) in the main text,
we can also consider the generator operator of such a
Koopman operator, which is referred to as the Lie op-
erator because it is the Lie derivative of g (-) along the
vector field v (+) [87HRI)

Lig— lim K 800 —g(n)
K t+e—t '

(A1)

The generator operator also defines a linear system of
g (:) because

Appendix B: Details of the implemented data sets

In our experiments, we consider the 1-dimensional
Bateman-Burgers equation [71], the 2-dimensional
Navier-Stokes equation [72], the 2-dimensional Rayleigh-
Bénard convection [73], the 2-dimensional shallow-water
equations [74], the infrared satellite imagery of water
vapor in the Storm EVent ImagRy data set [75], and



the western boundary current data collected by the
E.U. Copernicus Marine Environment Monitoring Ser-
vice [706,[77]. Below, we introduce their precise definitions
and pre-processing pipelines.

1. Bateman—Burgers equation.

The 1-dimensional Bateman—Burgers equation is

2

Opu (x4) + Oy <UQ (a:t)) =v0u(xt), xp € (0,1) x (0,1],

(B1)

u(xo) = ur, xo € (0,1) x {0}, (B2)

where u () denotes the velocity, notion w; is a periodic
initial condition, and parameter v is the viscosity coeffi-
cient. The data set of Egs. (B1B2) is provided by Ref.
[9]. The learning objective of this equation is u (+).

2. Navier-Stokes equation.

Mathematically, the incompressible 2-dimensional
Navier-Stokes equation in a vorticity form is defined as

dw~+u-Vw=vV2w+V xf,
V-u=0,

(B3)
(B4)

where w is the scalar field of vorticity, notion u de-
fines the vector field of velocity, and f denotes a time-
independent forcing term. The viscosity coefficient is set
as v € {1073,107*,107°}. Similar to the situation of
Bateman—Burgers equation, the data of Eqgs. (B3{B4) is
provided by Ref. [9]. In experiments, the learning target
is vorticity field w.

3. Rayleigh-Bénard convection equation.

The 2-dimensional Rayleigh-Bénard convection is de-
fined as [73]

1
du+u-Vu+ ——Vp=rvViu+f, B5
00 +u -V = KkV?30, (B6)

V-u=0, (B7)

p(0)=p (o)l —a(@—06)], (BS)

where p is the pressure, scalar  is the temperature, coef-
ficient xk measures the heat conductivity, and p () is the
density of fluids given the temperature . Notion 6y is
the initial temperature and a denotes the thermal expan-
sion coefficient. The data of the 2-dimensional Rayleigh-
Bénard convection is generated by Ref. [83] using the
Boussinesq approximation approach. In our experiments,
the learning target is the magnitude of velocity u (i.e., a
scalar field).
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4. Shallow-water equations.

The 2-dimensional shallow-water equations have the
following forms [74]

Oth + 0yu + 0yv =0, (B9)
1

Orhu + 0, <u2h + h2) = —g,hd,b, (B10)
1

dthv + 0, (v2h - h2) = —g,hOyb, (B11)

where h denotes a scalar field of water depth, notion b de-
scribes the spatially varying bathymetry, and g, measures
the gravitational acceleration. Notions u and v denote
the velocities in horizontal and vertical directions, re-
spectively. The data of the 2-dimensional shallow-water
equations is offered by Ref. [T4]. In our experiments, the
learning objective is depth field h.

5. Water vapor data.

The infrared satellite imagery of water vapor data is
acquired from the Storm EVent ImagRy data set [75],
which can be used for precipitation analysis and fore-
casting (e.g., storm and rainfall). The spatial resolution
of satellite imagery is 2 kilometer and the time interval
between each pair of adjacent imagery data is 5 minutes.
For convenience, we have down-sampled the data from
192 x 192 to 128 x 128 in the spatial domain.

6. Western boundary current data.

The western boundary current data is acquired from
the E.U. Copernicus Marine Environment Monitoring
Service [6]. The data set can be used to analyze the
dynamics of western boundary current, which is an im-
portant factor in shaping global ocean circulation and
climate variability [77]. Specifically, we use the the daily
sea surface stream velocity data whose spatial resolution
is 0.25x0.25 degrees. We choose the data in the Kuroshio
region (10-42°N, 123-155°E) and the Gulf Stream region
(20-52°N, 33-65°W) to study the Kuroshio and the Gulf
Stream currents. The data covers the time interval from
2013/1/1 to 2018/12/31.

Appendix C: Code implementation

The basic code implement of the KNO based on
PyTorch is presented below. The official toolbox
of the KNO is presented in https://github.com/
Koopman-Laboratory/KoopmanLab| (also see Ref. [36]).

import torch
import numpy as np

; import torch.nn as nn


https://github.com/Koopman-Laboratory/KoopmanLab
https://github.com/Koopman-Laboratory/KoopmanLab

import torch.nn.functional as F
torch.manual_seed (0)

class encoder (nn.Module):

def __init__(self, t_len, op_size):
super (encoder, self).__init__()
self.layer = nn.Linear(t_len, op_size)
def forward(self, x):
x = self.layer(x)
x = torch.tanh(x)
return x
class decoder (nn.Module):
def __init__(self, t_len, op_size):
super (decoder, self).__init__()
self .layer = nn.Linear(op_size, t_len)
def forward(self, x):
x = torch.tanh(x)
x = self.layer(x)
return x
class Koopman_Operator1D (nn.Module):
def __init__(self, op_size, modes_x = 16):
super (Koopman_OperatoriD, self).__init__
O
self .op_size = op_size
self.scale = (1 / (op_size * op_size))
self .modes_x = modes_x
self .koopman_matrix = nn.Parameter (self.
scale * torch.rand(op_size, op_size, self.

modes_x, dtype=torch.cfloat))
# Complex multiplication

def time_marching(self, input, we
# (batch, t, x), (t, t+1, x)
t+1, x)
return torch.einsum("btx,tfx-
input, weights)
def forward(self, x):
batchsize = x.shape [0]

# Fourier Transform

x_ft = torch.fft.rfft(x)

# Koopman Operator Time March

out_ft =
torch.cfloat, device = x.device)

out_ft[:, :, :self.modes_x] =
time_marching(x_ft[:, :,
self .koopman_matrix)

#Inverse Fourier Transform

x = torch.fft.irfft (out_£ft,
return x

class KNO1d(nn.Module):

def __init__(self, op_size, modes
decompose = 4, t_len = 1):
super (KNO1d, self).__init__()
# Parameter
self .op_size = op_size

self.decompose =
# Layer Structure
self.enc = encoder(t_len,
self.dec = decoder(t_len,
self .koopman_layer =
self .op_size, modes_x = modes_x)
self.wO0 = nn.Convlid(op_size,
def forward(self, x):
# Reconstruct
X_reconstruct =

decompose

op_
op_

self.enc(x)

torch.zeros(x_ft.shape,

X =

ights):

-> (batch,

>bfx",

ing

self.

:self.modes_x],

16,

size)
size)

op_size,

dtype=

n=x.size(-1)

Koopman_Operator1D (

1)

88

89

90

96

99

100
101
102

103

108
109

110
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x_reconstruct = torch.tanh(x_reconstruct

)
x_reconstruct = self.dec(x_reconstruct)
# Predict
x = self.enc(x) # Encoder
x = x.permute(0, 2, 1)
X_W = X
for i in range(self.decompose):
x1 = self.koopman_layer (x) # Koopman
Operator
x = x + x1
x = self.wO(x_w) + x

x = x.permute(0, 2, 1)
self.dec(x) # Decoder
return x, X_reconstruct

x =

class Koopman_Operator2D(nn.Module):

def __init__(self, op_size, modes):

super (Koopman_Operator2D, self).__init__
O

self.op_size = op_size

self.scale = (1 / (op_size * op_size))

self .modes_x = modes

self .modes_y = modes

self .koopman_matrix = nn.Parameter (self.

scale * torch.rand(op_size, op_size, self.
modes_x, self.modes_y, dtype=torch.cfloat))

# Complex multiplication

def time_marching(self, input, weights):

# (batch, t, x,y ), (t, t+1, x,y) -> (
batch, t+1, x,y)

return torch.einsum("btxy,tfxy->bfxy",
input, weights)
def forward(self, x):

batchsize = x.shape[0]

# Fourier Transform
x_ft = torch.fft.rfft2(x)
# Koopman Operator Time Marching

out_ft = torch.zeros(x_ft.shape, dtype=
torch.cfloat, device = x.device)
out_ft[:, :, :self.modes_x, :self.

modes_y] = self.time_marching(x_ft[:, :,
self .modes_x, :self.modes_y], self.
koopman_matrix)

out_ft[:, :, -self.modes_x:, :self.
modes_y] = self.time_marching(x_ft[:, :, -
self .modes_x:, :self.modes_yl, self.
koopman_matrix)

#Inverse Fourier Transform

x = torch.fft.irfft2(out_£ft,
(-2), x.size(-1)))

return x

s=(x.size

class KNO2d(nn.Module):

def __init__(self, op_size, modes = 10,
decompose = 6, t_len = 10, weight = 0):
super (KN02d, self).__init__()
# Parameter
self.op_size = op_size
self.decompose = decompose
self .modes = modes
# Layer Structure
self.enc = encoder(t_len, op_size)
self.dec = decoder(t_len, op_size)

self .koopman_layer = Koopman_Operator2D(
self .op_size, self.modes)
self .weight = weight

if self.weight == 0:



116

117

118
119
120

121

KEN)

oW

self .w0 = nn.Conv2d(op_size, op_size
) 1)
else:
self . w0 =
op_size) # Define
def forward(self,
# Reconstruct
Xx_reconstruct =

X_reconstruct =

Convolutional_Module (
a convolutional structure
x):

self.enc(x)
torch.tanh(x_reconstruct

x_reconstruct self.dec(x_reconstruct)

# Predict
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self.enc(x) # Encoder
.permute (0, 3, 1, 2)
X_W = X
for i in range(self
x1 =
Operator
x = x + x1
x = (1 - self.weight) * x + self.weight
* self.wO(x_w)
x.permute (0, 2, 3, 1)
self.dec(x) # Decoder
return x,

x =
X = X

.decompose):
self .koopman_layer (x) # Koopman

x =
x =
X_reconstruct
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