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We introduce a novel technique for efficiently cooling many-body quantum systems with unknown
Hamiltonians down to their ground states with a high fidelity. The technique involves initially
applying a strong external field followed by a sequence of single-degree-of-freedom (single-qubit)
measurements and radiofrequency (RF) pulses to polarize the system along the field direction.
Subsequently, the field is adiabatically switched off, allowing the system to evolve towards its ground
state as governed by the quantum adiabatic theorem. We present numerical simulation results
demonstrating the effectiveness of the technique applied to quantum spin chains with long-range
and short-range interactions as prototypes for many-body quantum systems.

I. INTRODUCTION

The problem of driving a quantum system from a typ-
ical initial state to a desired final state is of enormous
practical importance and falls within the subject of quan-
tum control. With the advent of quantum technologies
that rely heavily on quantum systems being in certain
states (e.g., the ground state), the field of quantum con-
trol has witnessed a surge of interest in the past two
decades [1–3]. The essence of optimal control or quantum
state engineering [4–6] is to design the (time-dependent)
Hamiltonian that coherently drives the quantum system
from an initial state to a target state with high fidelity
(open-loop control). Another important paradigm of
quantum control that derives from classical control the-
ory [7] is to use a feedback control loop that involves
performing a measurement of the quantum system and
using the measurement outcome to control the parame-
ters of that quantum system (closed-loop control). Both
types of control find important applications in many ar-
eas [8] such as quantum computing [9], quantum sensing
[10] and quantum communications [11].

Controlling the dynamics of a quantum system with a
feedback mechanism typically involves monitoring a few
parameters of the system and uses the feedback loop in
order to stabilize the state of the system (e.g., against
the effects of the environment) [12]. A major problem
in quantum control is the unavoidable back-action en-
tailed by the measurement on the system. This problem
could be mitigated by evading the effect of the back-
action [13, 14]. Recently, however, other schemes have
been proposed that actually harness the effect of the pro-
jective measurement on the system and make use of the
back-action as an ingredient of the algorithm itself [15–
23]. The recent progress in quantum measurement tech-
niques [24], and the development of non-invasive mea-
surement techniques that inflict minimal perturbation
to the measured system such as weak measurement [25]
or local measurement of individual particles in a many-
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particle system [26] open new possibilities in utilising the
feedback control loop approach in quantum state engi-
neering. The purpose of this work is to present a new
technique in this regard that relies on the measurement
of single degrees of freedom (i.e., single qubits involving
individual particles or small groups of particles) and em-
ploying the measurement outcome in a feedback loop in
order to steer a many-body quantum system from a ran-
dom initial state (typically a high temperature state) to-
ward its ground state. We use quantum spin chains with
short-range and long-range interactions as prototypes for
many-body quantum systems.

An efficient method that is often used for cooling down
a quantum system close to its ground state is adiabatic
demagnetization [27] which requires a highly polarized
initial state. However, bringing the system to this state
in the first place is a challenge in itself, especially if the
system is in contact with an environment. A system in
thermal equilibrium in a strong magnetic field will typ-
ically have a very small polarization determined by the
temperature and the magnetic field strength. The al-
gorithm we propose gradually polarizes the system by
means of a feedback loop that involves applying a se-
quence of single-qubit measurements and radio frequency
(RF) perturbations to the system. It makes use of the
fact that it is much easier to polarize small parts of the
system, one at a time, thus imparting a minimal distur-
bance to the rest of the system, instead of polarizing the
whole system in one shot. The reason is that the size of
the subset of the Hilbert space corresponding to one par-
tition of the system being completely polarized is much
larger than the size of the subset corresponding to the
whole system being completely polarized and therefore it
is easier to drive the system into the states correspond-
ing to polarized individual partitions, one partition at a
time.

II. MEASUREMENT-BASED COOLING

In the proposed technique, we adiabatically evolve a
quantum system of interacting many particles towards its
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ground state after polarizing it by applying a sequence
of measurements and RF perturbations. Therefore, the
algorithm consists of two steps:

In Step I, an external strong field B which alters the
energy spectra and eigenstates of the system is applied,
letting the ground state of the new Hamiltonian have
a very large polarization anti-parallel to B. We then
make a sequence of spin polarization measurements of
randomly chosen individual particles or subsets of parti-
cles along the direction of the external field. If the magne-
tization of the measured partition is aligned anti-parallel
toB, we do nothing. Otherwise, if it is aligned parallel to
B, we perturb the system by an RF field perpendicular
to B for a certain time interval before we make another
measurement of the same partition. We keep measuring
the same partition repetitively at specific times separated
by periods of unitary evolution under the effect of the RF
perturbation till it has been projected onto the correct
direction. If we repeat this procedure many times (much
more than the total number of partitions) before the sys-
tem relaxes back to thermal equilibrium, the system will
eventually be polarized alongB, and thus its entropy will
be hugely reduced. Of course, while measuring a certain
particle and perturbing the system, the state of a pre-
viously measured particle will be altered. Nevertheless,
our numerical simulations show that, by applying this
scheme, a small-sized quantum system will always find a
path towards the fully polarized state. Once fully polar-
ized, the system will be very close to the ground state of
the new Hamiltonian.

In Step II, we do an adiabatic depolarization, which is a
well-known technique used for attaining very low temper-
atures by switching off the external field very slowly [28–
30]. According to the quantum adiabatic theorem [31]
and under certain conditions about the system, the state
of the slowly varying system will remain in the vicinity
of the ground state of the instantaneous Hamiltonian.
Eventually, when the field is completely turned off, the
system ends up very close to its true ground state. Note
that applying this scheme does not require knowing the
exact Hamiltonian of the bare system.

The most prominent application of quantum control
is the optimal control of solid state Nuclear Magnetic
Resonance (NMR) which has been actively pursued for
a long time [32–35]. In the following analysis, we shall
assume an NMR setting of small quantum spin chains as
a prototype system, without loss of generality to other
strongly-interacting many body quantum systems. We
first employ projective measurements of single spins us-
ing single-particle detectors in A, then we utilize bulk
detectors which measure the direction of the magnetiza-
tion of multi-particle subsets in B.

A. Projective measurement of single particles

Let us illustrate how this algorithm works using single-
particle detectors through a detailed example. Consider

an isolated quantum spin-1/2 chain consisting of N parti-
cles with periodic boundary conditions and local nearest-
neighbor interactions. The Hamiltonian for this system
is given by:

H0 =
∑
m

Sx
mS

x
m+1−0.5(Sy

mS
y
m+1−Sz

mS
z
m+1)+0.3

∑
m

Sy
m,

where Si
m represents the spin operator for the mth spin in

the ith direction (i = x, y, z). This system has a ground
state energy E0 = −4.189 J (we take ℏ = 1 and γ = 1
throughout this article, where γ is the gyromagnetic ra-
tio). The last term in the Hamiltonian is added to break
the degeneracy of the ground state. The initial state of
the chain is assumed to be an infinite-temperature pure
state. A time step of dt = 0.001 s is used in the simula-
tion while a fourth-order Runge-Kutta method is used to
evolve the time-dependent Schrodinger’s equation [36].
In Step I, we switch on an external magnetic field B

in the z-direction of strength B0 = 10 T which adds
a Zeeman term Hz = B0

∑
m Sz

m to the Hamiltonian.
Our goal is to polarize the system anti-parallel to B and
thus prepare it for the adiabatic demagnetization phase
in Step II. Let us assume that we make a measurement of
a particular spin along the z-axis and find it in the wrong
direction, parallel to B. In a typical NMR setting, the
ideal method to perturb the system in order to flip the
direction of a spin to a direction anti-parallel to B is to
apply a targeted π-pulse to that particular spin. How-
ever, selective excitation of individual particles might not
be practical for relatively large systems. As an alterna-
tive, we apply a weaker pulse to the entire system which
does not perturb it much. In doing so, the repetitive
measurement of a certain spin several times while apply-
ing the weak RF perturbation between the measurements
will increase the likelihood to flip that spin while, at the
same time, not perturb the other particles substantially.
Our simulation shows that this technique works so well
for systems of interacting quantum spins.

We, therefore, employ a uniform RF field in the x-
direction which affects all spins equally. This field adds a
time-dependent term hx = h(t)

∑
m Sx

m to the Hamil-
tonian. The time varying function h(t) is defined as
h(t) = h0g(t) cos(ωt) where ω = 5 rad/s (i.e., half the
Larmor frequency defined as γB0) represents the fre-
quency of the RF field and h0 represents the perturbation
strength (set to 1 in our case). The function g(t) is an on-
off switch equal to 1 or 0 depending on whether we switch
on the RF field or not. We perform a measurement of
a random spin along the z-direction every period T . If
the spin is found to be pointing down (desired state), we
select another randomly chosen spin in the next round.
Otherwise, if we find the spin pointing up along B (un-
desirable state), we switch on the RF perturbation and
keep measuring the same spin every T . We take T to be
equivalent to 0.5 cycles of the RF field. We continue this
process until a large number of consecutive measurements
consistently show all measured spins to be in the down
state. This indicates a high probability of the system
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achieving full anti-parallel polarization (a measurement
of the total magnetization can be done in this case for
confirmation).

Each measurement in our scheme projects the state of
the system onto a subspace of the full Hilbert space of
size 2N−1. Ideally, measuring one single degree of free-
dom should introduce only minimal disturbance to the
system overall. While it is intuitive that the average time
for the downfall to the fully polarized state increases as
the size of the Hilbert space increases, the precise scaling
of this average time with the number of spins remains
an open question. Since the proposed scheme involves
measuring one particle at a time, the time taken to po-
larize the majority of spins will at best scale linearly with
the size of the system. It should be noted that the pro-
posed scheme is model-independent, i.e., it does not re-
quire prior assumptions about the system or an initial
learning phase that scales exponentially, as seen in some
existing methods [37, 38].

For this algorithm to function correctly, the average
time taken to flip a spin that was measured to be in
the wrong direction should be sufficiently short such that
that the perturbation caused by the RF pulses does not
increase the probability to flip another spin which was
already measured in the desired direction beyond 50%
when it is re-measured. This requirement imposes a fur-
ther constraint on the maximum system size that can be
effectively cooled using this method since the larger the
system, the more perturbations a correctly polarized spin
will encounter before it is re-measured. Additionally, for
a system in contact with a thermal reservoir, the time
taken to fully polarize the system should be shorter than
the relaxation time to equilibrium from the completely
polarized state, which is typically of the order of the T1
relaxation time constant.

In Fig. 1, we show the z-component of the total mag-
netization Mz ≡ ⟨M̂z⟩, where M̂z =

∑
m Sz

m, during the
downfall to the fully polarized state for a system con-
sisting of N = 14 spins. In general, Mz(t) will keep
fluctuating randomly due to the back-action entailed by
the measurement and the continuous perturbation of the
RF field before it eventually embarks on a “free-fall” tra-
jectory to the desired fully polarized state under the suc-
cessive acts of projective measurement. While the exact
time taken for this event to take place is unpredictable,
the spontaneous downfall of the state of a small quantum
system to the desired state seems to be inevitable.

The essence of the proposed algorithm is to create a
completely stable state (the desired fully polarized state)
and a completely unstable state (the state fully polar-
ized in the opposite direction). The more the system
approaches the undesired state, the more corrective RF
pulses will be applied to it that drives the system away
from that state. Our simulations show that, sooner or
later, and no matter how large the size of the Hilbert
space is, the system will eventually be “attracted” to a
free-falling path that drives it steadily towards the de-
sired state by this corrective mechanism. The stronger
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FIG. 1. (a) Measurement-Based Quantum Control
Circuit: Schematic of the proposed quantum control circuit.
The measurement outcomes from an apparatus measuring sin-
gle degrees of freedom are used to control the perturbation of
the quantum system by RF pulses. A strong external field B
is switched on during this process. (b) Magnetization Dy-
namics During Polarization: The evolution of the total
magnetization of a system consisting of 14 spin-1/2 while ap-
plying the measurement-based polarization algorithm, start-
ing from an unpolarized state.

the external field with respect to the typical interaction
constants of the bare Hamiltonian H0, the more stable
the desired state will be since M̂z commutes with Hz but
not with H0. The high polarization obtained in Step I
of the proposed technique can be combined with usual
NMR techniques to achieve a much better resolution in
NMR spectroscopy of small spin clusters.
As mentioned earlier, the fully polarized state in the

presence of a strong external field is very close to the
ground state of the full Hamiltonian H0 + Hz. In our
case, the ground state energy for H0 + Hz is -68.39 J
while the energy of the fully polarized state is -68.25 J.
In Step II of the technique, we switch off the field very
slowly by reducing its strength according to an expo-
nential decay function: B(t) = B0 ∗ exp(−t/T0) with
T0 = 104 s . In Fig. 2, we show the evolution of the
energy of the bare system as B is gradually switched off
and the fidelity of the instantaneous state |ψ(t)⟩ with re-
spect to the exact ground state |ψ0⟩, which is defined as
|⟨ψ0|ψ(t)⟩|2. The achieved energy at the end of the adi-
abatic evolution approaches -4.152 J, which differs from
the exact ground state energy by less than 1% while the
fidelity approaches 93%. In general, the time required by
the adiabatic evolution phase depends on the energy gap
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of the system. It has been shown that this time grows
polynomially with the size of the system when the system
exhibits certain symmetries [39].

1. Control Parameters

There are a few control parameters that can be ad-
justed in this algorithm for achieving the best perfor-
mance. The strength of the external field is taken to be
one order of magnitude stronger than the typical inter-
action strength of the bare Hamiltonian. Increasing the
field strength further can enhance fidelity, but, on the
other hand, will prolong the adiabatic evolution time in
Step II. The strength of the RF pulses is taken to be of
the same order of magnitude as the interaction strength
between the particles. Using much stronger RF pulses
will have the side effect of strongly disturbing the spins
which have already been polarized in the desired direc-
tion, whereas much weaker pulses will not cause enough
disturbance to the spin that has been measured to be
aligned in the wrong direction.

In typical NMR experiments, the strength of the ex-
ternal field is much stronger than the local field at each
particle resulting from its interaction with its neighbors.
In this case, the appropriate RF frequency to be used
to perturb the system is the Larmor frequency. In our
numerical simulation, where the external field is only an
order of magnitude stronger than the local field, we take
the RF frequency to be a few multiples of the typical in-
teraction constant of H0. We also set the time interval
between two successive measurements of the same spin to
be half a cycle of the RF field. This choice ensures that
the spin rotates in one single direction around the x-axis,
thus maximizing the probability of flipping it during the
next measurement event. However, on the practical side,
this choice presents a challenge concerning the required
switching frequency. The probability to flip the spin in
the z-direction will increase when enough polarization in
the xy-plane of that particular spin builds up. Allow-
ing the rate of projective measurements to become too
fast, compared to the timescales of the intrinsic dynam-
ics, will not leave sufficient room for spin polarization
in the xy-plane to develop and, at the same time, will
also let the quantum Zeno effect set in, thus freezing out
the spin dynamical evolution. On the other hand, set-
ting the measurement frequency too low while applying
the RF perturbation may substantially disturb the rest
of the system by the RF field, and hence increase the
probability of losing the polarization achieved so far.

2. Fixed single-particle probe

The proposed algorithm may be difficult to implement
when there is a practical constraint that makes it hard
to selectively measure every single particle; for exam-
ple, in an optical lattice where single-site measurement
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FIG. 2. (a) Evolution of the instantaneous energy of the bare
system ⟨H0⟩ during the adiabatic phase while slowly switch-
ing off the magnetic field. (b) The overlap between the in-
stantaneous state and the ground state of the bare system,
|⟨ψ0|ψ(t)⟩|2. Insets (c) and (d) show the value of B(t) as it
changes from 10 to 0 and the change of the total magnetiza-
tion of the system with time as the field is slowly switched off
respectively. The initial spikes in (a) and (d) correspond to
the initial phase of polarizing the system along the external
magnetic field.

is performed by an off-resonant laser beam that cannot
be steered along the lattice with sufficient resolution [40].
Nevertheless, we can still use a variant of the proposed
scheme while measuring one single particle that will serve
as a probe for the whole system.
The core idea is to polarize that particular spin in the

desired direction by the act of measurement and then
let it unitarily interact with the rest of the system for a
short time interval. During the unitary interaction, the
probe spin will transfer part of its polarization to the
rest of the system before we polarize it again by a new
projective measurement and repeat this procedure many
times. Upon measurement, given that the time interval
of the unitary evolution is short enough, the probe spin
will be projected to the desired direction with a high
probability. If it is projected in the undesired direction,
parallel to B, we keep perturbing the system with RF
pulses interspersed by acts of projective measurements
of that spin, as we did in the first scheme, till we project
it along the desired direction. Note that the time interval
between successive measurements should be shorter than
the characteristic timescale of the intrinsic dynamics of
the system governed by H0. Otherwise, it will have equal
probabilities of being projected in either direction upon
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FIG. 3. (a,b) Evolution of the total magnetization for quan-
tum spin chains consisting of 14 spin-1/2 particles with short-
range and long-range interactions respectively while applying
the scheme of repetitively measuring one single probe spin
to polarize the system along an external magnetic field B
(Step I). (c,d) Evolution of the instantaneous energy of the
bare Hamiltonian ⟨H0⟩ for both systems during the adiabatic
evolution phase while slowly switching off B. The adiabatic
evolution process (Step II) starts at t = 104 s.

each measurement. On the other hand, as in the previous
scheme, it shouldn’t be much shorter than the intrinsic
dynamics timescale in order to avoid the onset of the
quantum Zeno effect, which would freeze out the mea-
sured spin. After a large number of these measurement-
interaction cycles, the system will be largely polarized
opposite to B. In Step II, the magnetic field will be
switched off slowly as in the first scheme.

Because we take a single spin to be representative
of the entire system, it is expected that this scheme
will work best when the system exhibits translation-
invariance. During Step I, the strong magnetic field
plays an important role in making the total polarization a
quasi-conserved quantity. This property assists in trans-
ferring the polarization from the probe spin to the rest
of the system through the inter-particle interaction dur-
ing the unitary evolution periods between the repetitive
acts of measurements. Note that in actual NMR experi-
ments of systems of interacting magnetic dipoles, a very
strong field is typically used, and by working in the ro-
tating reference frame defined by the Larmor frequency,
the dipole-dipole interaction Hamiltonian reduces to the
so-called truncated Hamiltonian which exactly conserves
the total magnetization along the magnetic field direction
[41].

Let us demonstrate the efficiency of this scheme by
applying it to the same system above with short-range
interactions and another system with long-range interac-

tions. The Hamiltonian for the latter is described by:

H0 =
∑
m<n

Jmn

(
Sx
mS

x
n−0.5(Sy

mS
y
n−Sz

mS
z
n)
)
+0.3

∑
m

Sy
m,

where the interaction strength Jmn falls off inversely with
the distance between spin m and spin n as 1

|m−n| . The

ground state energy of this system is E0 = −6.59 J. We
show in Figs. 3-a and 3-b the evolution of the total
polarization Mz of both systems under the sequence of
measurements of one single spin and the occasional RF
pulses. The spikes in Mz correspond to instances where
the probe spin is occasionally projected in the undesired
direction, while the smooth sections in the plots corre-
spond to the time intervals of pure repetitive measure-
ments without applying the RF excitation pulses. Dur-
ing these smooth intervals, the sequence of measurements
and unitary evolution steadily increases the total polar-
ization of the system. The drawback of this scheme is
the considerably longer time taken to polarize the sys-
tem compared with the first algorithm that measures all
the spins.
We notice in Fig. 3 that, for the first Hamiltonian with

short-range interactions, we could achieve a polarization
strength of 85% of the maximum polarization while, for
the second Hamiltonian with long-range interactions, we
achieved 70% of the maximum polarization. After gradu-
ally switching off the magnetic field starting at t = 104 s
with a decay constant T0 = 8 × 103 s for both systems,
we observe in Figs. 3-c and 3-d that they settle at en-
ergies -3.78 J and -4.81 J, which differ from E0 by 10%
and 27%, respectively. The fidelity of the final state with
respect to the ground state in both cases is of the order
of 10%.

B. Coarse measurement by a bulk magnetization
detector

Measuring a single particle may not be feasible in many
situations. A more realistic approach involves using a
probe that measures the collective magnetization from
several spins, which constitute a subset of the whole sys-
tem. In this part, we analyze the implementation of the
algorithm introduced earlier using a coarse-grained probe
that can only measure the direction of the magnetic field
produced by n spins. Here, the probe is only sensitive
to the direction of the magnetization and produces bi-
nary results depending on whether the magnetization of
the measured subset of the system is positive or nega-
tive (along or opposite to the direction of B). As before,
these binary results are then used to switch on or off the
RF field. This measurement essentially probes a single
degree of freedom. The state of system is assumed to be
minimally perturbed by this measurement and the wave-
function |ψ⟩ is projected onto the subspace corresponding
to the measured value (i.e., if the measured value is pos-
itive, the state is projected onto the subspace having the
majority of the n spins measured by the probe oriented



6

0 2×104 4×104
t

−4

−3

−2

−1

0

1

E(
t)

0 2×104 4×104
t

−3

−2

−1

0

1

E(
t)

0 200 400 600 800 1000
t

−6

−5

−4

−3

−2

−1

0
M

z(t
)

0 1×103 2×103 3×103 4×103
t

−5

−4

−3

−2

−1

0

1

M
z(t
)

(a) (b)

(c) (d)

FIG. 4. (a,b) Evolution of the total magnetization of a sys-
tem consisting of 14 spin-1/2 with short-range interactions
during the polarizing phase of the algorithm (Step I), using
bulk probes consisting of 3-spin subsets. In (a), the probe is
randomly jumping through the chain, while in (b) the probe
is fixed at a specific location. (c,d) Evolution of the instanta-
neous energy of the bare Hamiltonian, ⟨H0⟩ for the two sys-
tems respectively during the adiabatic evolution of the system
(Step II) while the external field B is being slowly switched
off.

along B and vice versa). This subspace has a size equal
to 2N−1. As with the single-particle probe, the bulk de-
tector can be positioned at a fixed location or configured
to randomly jump throughout the system.

We present in Fig. 4 the results of the algorithm
applied on the same system from the previous section
having short-range interactions, but now using a coarse-
grained probe with n = 3. The probe randomly jumps
throughout the system in Fig. 4-a, 4-c and is fixed at a
certain location in Fig. 4-b, 4-d. A time step dt = 0.002 s
is used in this section. To illustrate the effect on the
wavefunction due to a single act of measurement, con-
sider a scenario where the probe measures the first three
spins in the chains. In this case, |ψ⟩ is either projected
onto the subspace {| ↑↑↓ · · · ⟩, | ↑↓↑ · · · ⟩, | ↓↑↑ · · · ⟩, | ↑↑↑
· · · ⟩} or {| ↓↓↑ · · · ⟩, | ↓↑↓ · · · ⟩, | ↑↓↓ · · · ⟩, | ↓↓↓ · · · ⟩}, de-
pending on the measurement outcome. We notice that
the maximum polarization obtained by the bulk probe of
3 spins is worse than the single-particle probe of Section
A, and thus the lowest energy achieved is further from
the true ground state energy. The efficiency gets worse as
the size of the probe (n) increases and should not, in gen-
eral, exceed half the system size. In other words, there is
a trade-off between the measurement probe granularity
and the achievable fidelity, where larger probe sizes lead
to less efficient cooling.

In Fig. 5, we show the polarization achieved by using
bulk probes that measure subsets of 6 spins in spin chains
consisting of 18 spins (i.e., the probe measures a third of
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FIG. 5. Evolution of the total magnetization of a system con-
sisting of 18 spin-1/2 while applying the measurement-based
polarization algorithm starting from an unpolarized state and
using bulk probes of 6-spin subsets measuring the direction of
the magnetization (Step I). (a,b) The system involves short-
range interactions and the measurement is done using a jump-
ing probe (a) and a fixed probe (b). (c,d) The system involves
long-range interactions and the measurement is done using a
jumping probe (c) and a fixed probe (d).

the whole system at a time). Here, configurations corre-
sponding to zero magnetization are also considered to be
favorable states alongside the anti-parallel polarization
states. The results demonstrate that with a randomly
jumping probe (as shown in Figs 5-a and 5-c), 75% of
the maximum polarization is achieved. In contrast, a
fixed probe (Figures 5b and 5d) reaches only 50% of the
maximum polarization. We hope that this method will
open the door to employing more coarse probes that can
measure collective degrees of freedom of macroscopic size
spanning the entire system such as the total magnetiza-
tion of the system (see also the discussion in [42]).

III. CONCLUDING REMARKS

To conclude, we have presented a cooling technique
that effectively cools down a many-body quantum sys-
tem described by an unknown Hamiltonian in an arbi-
trary state to a state close to its ground state using a
combination of measurement-based polarization and adi-
abatic demagnetization. The basic principle is a divide-
and-conquer strategy, where we avoid the difficult task
of polarizing the entire system directly – which would
require exploring the full Hilbert space of the system –
and replace it by the easier task of polarizing small seg-
ments of the system, one at a time, which requires ex-
ploring a much smaller portion of the Hilbert space. The
latter task is easily achieved by the mere act of succes-
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sive measurements using either single-particle probes or
multi-particle bulk probes, which are sensitive only to
the direction of the magnetization. The first version of
the technique requires measuring every particle (or sub-
set of particles) of the system till it is guaranteed that
the majority of the particles are polarized anti-parallel
to a strong external field. The second version measures
one single particle (or a subset of particles) successively,
allowing it to transfer its polarization to the rest of the
system during the unitary evolution between the succes-
sive acts of measurements. In both cases, RF pulses are
employed to perturb the system if the measurement out-
come is along the undesired direction till it is projected
onto the desired direction. Switching off the field slowly
afterwards allows the system to adiabatically approach a
state very close to its ground state.

The fidelity of the final state depends on three fac-
tors: (i) The polarization achieved at the end of Step I,
which depends on the measurement technique used and
the parameters of the control scheme. (ii) The closeness
of the polarized state to the true ground state of the po-
larized system, which in turn depends on the strength
of the external magnetic field with respect to the typ-
ical interaction strength of the intrinsic Hamiltonian of
the system. (iii) The accuracy of the adiabatic evolu-
tion phase. It is expected that the adiabatic evolution
phase will suffer from several practical constraints, which
can impact its effectiveness [38]. Depending on the phase
structure of the system, the timescale required for achiev-
ing a truly adiabatic driving may diverge and therefore,
make it challenging to obtain a very high fidelity if the
system exhibits a quantum phase transition or the energy
levels exhibit avoided crossings [43, 44]. These factors
will limit the maximum fidelity that can be achieved in
real situations or, alternatively, limit the type of systems
for which this technique can be used.

The half-cycle measurement frequency used in our
technique poses a practical challenge on the required
RF switching frequency. While recent advances in ul-
trafast RF switching techniques [45] may mitigate this
problem, we leave it for further research to investigate a
broader parameter space for our technique to work op-
timally while having less stringent requirements on the
measurement and excitation apparatus.

In case simultaneous measurements of many particles
are feasible, an effective strategy to speed up the polar-
ization step (Step I) is to employ a repetitive measure-
ment of each spin once it is polarized along the desired
direction, as an add-on to the original algorithm, to con-
fine that spin along that direction using quantum Zeno
dynamics as in [19]. Another variation of Step I involves
adjusting the strength of the RF field based on the prox-
imity to the desired state, i.e., to reduce the strength of
the perturbation the higher the number of consecutive
measurements outcomes are obtained in the desired di-
rection along the external field. This approach aims to
reduce the probability of flipping a spin that has already
been confirmed to align in the desired direction.

The numerical simulation of interacting quantum spin
systems presented in this work serves as a proof-of-
concept for the validity of the algorithm; however,
the technique is generic and can be extended to other
strongly correlated systems such as ultracold atoms in
an optical lattice. These systems are effectively isolated
from the environment and thus the unitary dynamics un-
derlying our technique is still relevant. Moreover, all
the components of the proposed technique have already
been incorporated in the control of ultracold atom sys-
tems. For example, the back-action induced by the act
of measurement has been shown to be an effective tool
for steering the system towards desired unconventional
states [46, 47]. Additionally, it has been demonstrated
that adiabatic demagnetization can be an effective cool-
ing technique of ultracold atoms [27, 48, 49]. Recent
advances in the ability to address individual atoms in an
optical lattice by advanced imaging and detection tech-
niques such as the quantum microscope [26, 50] make the
proposed technique of local measurements a viable ap-
proach in these systems. While, in the context of NMR
experiments, RF pulses are used to ‘shake up’ the system
after the measurements, other means of perturbation can
be employed in other contexts. For instance, in ultracold
atoms in optical lattices, we can vary the parameters of
the lattice or the interatomic interactions or use artificial
gauge fields [51].

It remains an open question whether the path from the
infinite temperature initial state to the polarized state in
Step I, going through a sequence of measurements and
perturbations, corresponds to imaginary time evolution
governed by H. If this were the case, the partially polar-
ized states achieved along this path would correspond
to states sampling the Gibbs distribution ρ ≈ e−βH,
where β is the inverse temperature. This correspondence
would suggest potential in using the proposed technique
in the preparation of thermal states for quantum simu-
lators as in [52]. Quantum simulation is concerned with
using quantum computers to simulate atomic and molec-
ular systems. Studying the thermal properties of materi-
als using a quantum computer often requires the prepa-
ration of Gibbs states which is usually done using the
phase estimation algorithm [53]. However, this algorithm
typically requires very large quantum circuits [54]. Our
measurement-based algorithm can offer a promising al-
ternative. In order to generate finite-temperature states,
we can allow the state of the quantum circuit at the end
of Step I to be a partially polarized state. Starting the
adiabatic evolution in Step II by such a state with fi-
nite entropy would lead to a finite-temperature state at
the end of Step II. In a quantum computer setting, the
degree of controllability over measuring or manipulating
individual qubits is far better than in conventional phys-
ical systems, and hence we anticipate that the proposed
technique will exhibit much better performance when im-
plemented in quantum simulators.
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